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Abstract

The area of large deviations is a set of asymptotic results on rare events probabilities
and a set of methods to derive such results. Large deviations theory is a very active
field in applied probability, and finds important applications in finance, where ques-
tions related to extremal events play an increasingly major role. Financial applications
are various, and range from Monte-Carlo methods and importance sampling in option
pricing to estimates of large portfolio losses subject to credit risk, or long term portfo-
lio investment The purpose of these lectures is to explain some essential techniques in
large deviations theory, and to illustrate how they are applied recently for example in
stochastic volatility models to compute implied volatilities near maturities.
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1 Introduction

The area of large deviations is a set of asymptotic results on rare event probabilities and
a set of methods to derive such results. Large deviations is a very active area in applied
probability, and finds important applications in finance where questions related to extremal
events play an increasingly important role. Large deviations arise in various financial
contexts. They occur in risk management for the computation of the probability of large
losses of a portfolio subject to market risk or the default probabilities of a portfolio under
credit risk. Large deviations methods are largely used in rare events simulation and so
appear naturally in the approximation of option pricing, in particular for barrier options
and far from the money options. More recently, there has been a growing literature on
small time asymptotics for stochastic volatility models.

We illustrate our purpose with the following toy example. Let X be a (real-valued)
random variable, and consider the problem of computing or estimating P[X > /], the
probability that X exceeds some level £. In finance, we may think of X as the loss of a
portfolio subject to market or credit risk, and we are interested in the probability of large
loss or default probability. The r.v. X may also correspond to the terminal value of a stock
price, and the quantity P[X > ¢] appears typically in the computation of a call or barrier
option, with a small probability of payoff when the option is far from the money or the
barrier ¢ is large. To estimate p = P[X > /], a basic technique is Monte Carlo simulation:
generate n independent copies Xi,..., X, of X, and use the sample mean:

_ 1 <& ]
Sn = n§;Y with ¥; = 1x,50.
1=

The convergence of this estimate (when n — o0) follows from the law of large numbers,
while the standard rate of convergence is given, via the central limit theorem, in terms of
the variance v = p(1 — p) of V;:
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where ® is the cumulative distribution function of the standard normal law. Furthermore,

P[|S, — p| >

the convergence of the estimator S, is precised with the large deviation result, known here
as the Cramer’s theorem, which is concerned with approximation of rare event probabilities
P[S,, € A], and typically states that

IP)US'H —p| > a] = Cpe ™,

for some constant v > 0, and where (C),) is a sequence converging at a subexponential rate,
i.e. InC),/n goes to zero as n goes to infinity. In the above relation, v is the leading order
term on logarithm scale in large deviations theory, and C,, represents the correction term.
In these lectures, we shall mainly focus on the leading order term.
Let us now turn again to the estimation of p = P[X > ¢]. As mentioned above, the rate
of convergence of the naive estimator S,, is determined by:
Var(gn) — va‘r(1X>€) _ p(l — p) 7

n n
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and the relative error is

standard deviation of S,  /p(1 —p)
mean of S, B N

relative error =

Hence, if p = P[X > /] is small, and since \/p — p?/p — oo as p goes to zero, we see that
a large sample size (i.e. n) is required for the estimator to achieve a reasonable relative
error bound. This is a common occurence when estimating rare events. In order to improve
the estimate of the tail probability P[X > /], one is tempted to use importance sampling
to reduce variance, and hence speed up the computation by requiring fewer samples. This
consists basically in changing measures to try to give more weight to “important” outcomes,
(increase the default probability). Since large deviations theory also deals with rare events,
we can see its strong link with importance sampling.

To make the idea concrete, consider again the problem of estimating p = P[X > /], and
suppose that X has distribution p(dz). Let us look at an alternative sampling distribution
v(dx) absolutely continuous with respect to p, with density f(x) = dv/du(z). The tail
probability can then be written as:

p=PX>( = /uﬂmm»—u/uﬂwmmm>—EAuﬂmxm

where ¢ = 1/f, and E, denotes the expectation under the measure v. By generating
ii.d. samples X1,..., Xn,... with distribution v, we have then an alternative unbiased and
convergent estimate of p with

n

- 1 -
S, = ngX»W(Xi)’

i=1
and whose rate of convergence is determined by

Var,(8) = o [ (lose = 0 ()" 6P (a)oda).

The minimization of this quantity over all possible v (or f) leads to a zero variance with
the choice of a density f(x) = 1,~¢/p. This is of course only a theoretical result since it
requires the knowledge of p, the very thing we want to estimate! However, by noting that
in this case v(dz) = f(z)u(dr) = 1seu(dz)/P[X > ¢] is nothing else than the conditional
distribution of X given {X > ¢}, this suggests to use an importance sampling change of
measure that makes the rare event {X > ¢} more likely. This method of suitable change of
measure is also the key step in proving large deviation results.

We provide another taste of large deviations through an elementary example. Throw a
dice n times ans set f; as the frequency of number ¢ = 1,...,6, and denote by z = Z?Zl ifi
the mean value of the n random values. By the (ordinary) law of large numbers, when n
becomes large, we have: © — 3.5, and f; — 1/6, ¢ = 1,...,6. The limiting frequencies
r = (1/6,...,1/6) are called a priori probabilities. Now, given the information that z >
4, which is a rare event, to which numbers converge the frequencies f;? The answer is
given by a “conditional” law of large numbers deduced from large deviations theory. The



conditional probability will concentrate in the neighborhood of a specific point, and this
point can be computed through the minimization of a functional: the rate function or
entropy or Shanon information. Indeed, denote by p(ni,...,ng) the probability that the
numbers 1,...,6 appear ny,...,ng times (respectively) in the n throws of dices (Z?:l n;
= n), so that

1 n!

p(ni,...,ng) = @m-

By using Stirling formula: k! ~ k*e=*\/27k, we get

1 n" 2mn

6" nit .. ng® \2mng ... \/2mng

p(na,...,ng) =

Since f; = n;/n, we get

1 : fi
Elnp ~ —I(f) ::—Z;filn<1/6>.

I(f) > 0 is the relative entropy of the a posteriori probability f = (f;); with respect to the
a priori probability r = (1/6). Hence, p ~ e ™ (/). This means that when n is large, p
is concentrated where I(f) is minimal. When there are no constraints or information, the
minimizing point is attained for f = 1/6 and I(f*) = 0: this is the ordinary law of large
numbers! When there is a constraint, e.g. Z?Zl if; > 4, the conditional probability will be
concentrated around the point f* which minimizes I(f) under the constraint. Here, the a
posteriori probabilities are the solutions to the optimization problem:

6 6 6
mianiln<1J;i6) under Zz’fi>4,;fi:1,

i=1

and are given by: f; = 0.103, fy = 0.122, f3 = 0.146, f; = 0.174, fZ = 0.207, fi =
0.346, to be compared with 1/6 = 0.1666. These ideas, concepts and computations in
large deviations (concentration phenomenon, entropy functional minimization, etc ..) still
hold in general random contexts, including diffusion processes, but need of course more
sophisticated mathematical treatments.

2 An overview of large deviations theory

2.1 Laplace transform and change of probability measures

If X is a (real-valued) random variable on (€2, F) with probability distribution p(dx), the
cumulant generating function (c.g.f.) of p is the logarithm of the Laplace function of X,
ie.:

L) = mE[X] = ln/eex,u(dx) € (—oo0,00], 6#€eR.

Notice that I'(0) = 0, and I" is convex by Holder inequality. We denote D(I') = {# € R :
I'(#) < oo}, and for any 6 € D(I"), we define a probability measure pp on R by:

no(dz) = exp(fz — T(0))u(da). (2.1)



Suppose that Xy,...,X,,..., is an i.i.d. sequence of random variables with distribution pu
and consider the new probability measure Py on (2, F) with likelihood ratio evaluated at
(X1,...,Xy), n € N* by:

dPy T e -

X X)) = 1;[1 Gy ) = ew (ei;xi - nr(e)). (2.2)
By denoting Eg the corresponding expectation under Py, formula (2.2) means that for all
n € N*

n
E|f(Xi,.... Xn)} = E, [f(Xl, o, Xn) exp ( —03 X, + nr(a)ﬂ . (23)

i=1
for all Borel functions f for which the expectation on the Lh.s. of (2.3) is finite. Moreover,
the random variables X1, ..., X,,, n € N*, are i.i.d. with probability distribution py under
Pyp. Actually, the relation (2.3) extends from a fixed number of steps n to a random number
of steps, provided the random horizon is a stopping time. More precisely, if 7 is a stopping
time in N for Xy,...,X,,..., i.e. the event {7 < n} is measurable with respect to the

algebra generated by {X1,..., X, } for all n, then

Ef(Xl,...,XT)lmo] _ Eg[f(Xl,...,XT)exp(—QZT:Xi+TF(9)>1T<OO},(2.4)
=1

for all Borel functions f for which the expectation on the L.h.s. of (2.4) is finite.

The cumulant generating function I' records some useful information on the probability
distributions pug. For example, I'(#) is the mean of py. Indeed, for any 6 in the interior of
D(I'), differentiation yields by dominated convergence:

E[XefX]
/ o _ _
A similar calculation shows that I'(6) is the variance of py. Notice in particular that if 0
lies in the interior of D(T"), then I'V(0) = E[X] and I'(0) = Var(X).

Bernoulli distribution
Let p the Bernoulli distribution of parameter p. Its c.g.f. is given by
L) = In(1—p+pe).
A direct simple algebra calculation shows that ug is the Bernoulli distribution of parameter
pe’ /(1 = p + pef).

Poisson distribution
Let p the Poisson distribution of intensity A. Its c.g.f. is given by

r@) = e —1).

A direct simple algebra calculation shows that pg is the Poisson distribution of intensity

Xe?. Hence, the effect of the change of probability measure Py is to multiply the intensity

by a factor e’.



Normal distribution
Let o the normal distribution N(0,0?), whose c.g.f. is given by:

A direct simple algebra calculation shows that pg is the normal distribution A(fa2,a?).
Hence, if X1, ..., X, are i.i.d. with normal distribution A/(0,¢?), then under the change of
measure Py with likelihood ratio:

dP g 0%02
d—P&(Xl, ., Xn) = exp (9;)(@- — nT),
=
the random variables X1, ..., X, are i.i.d. with normal distribution A (#o?, o?): the effect

of Py is to change the mean of X; from 0 to #o?. This result can be interpreted as the
finite-dimensional version of Girsanov’s theorem.

Exponential distribution
Let p the exponential distribution of intensity A. Its c.g.f. is given by

re) — {m(H,), 6 <A

0, 0>\

A direct simple algebra calculation shows that for 8 < A, g is the exponential distribution
of intensity A — 6. Hence, the effect of the change of probability measure Py is to shift the
intensity from A to A — 6.

2.2 Cramer’s theorem

The most classical result in large deviations area is Cramer’s theorem. This concerns large
deviations associated with the empirical mean of i.i.d. random variables valued in a finite-
dimensional space. We do not state the Cramer’s theorem in whole generality. Our purpose
is to put emphasis on the methods used to derive such result. For simplicity, we consider the
case of real-valued i.i.d. random variables X; with (nondegenerate) probability distribution
w of finite mean EX; = [ xpu(dr) < oo, and we introduce the random walk S, = > | X;.
It is well-known by the law of large numbers that the empirical mean S, /n converges in
probability to z = EXj, i.e. lim, P[S,/n € (z —¢,Z +¢)] = 1 for all € > 0. Notice also,
by the central limit theorem that lim, P[S,/n € [Z,Z +¢)] = 1/2 for all ¢ > 0. Large
deviations results focus on asymptotics for probabilities of rare events, for example of the
form P[% > :v] for x > EX, and state that
]P’[& >z] ~ e,
n

for some constant v to be precised later. The symbol ~ means that the ratio is one in
the log-limit (here when n goes to infinity), i.e. 2InP[S,/n > 2] — —v. The rate of
convergence is characterized by the Fenchel-Legendre transform of the c.g.f. I' of X;:

I'z) = zgg[ﬁx—F(Q)] € [0,00], zeR.



As supremum of affine functions, I'* is convex. The sup in the definition of I'* can be
evaluated by differentiation: for z € R, if § = 0(x) is solution to the saddle-point equation,
x = I'(0), then I'*(z) = 0z — I'(f). Notice, from (2.5), that the exponential change of
measure Py put the expectation of X; to x. Actually, exponential change of measure is a
key tool in large deviations methods. The idea is to select a measure under which the rare
event is no longer rare, so that the rate of decrease of the original probability is given by
the rate of decrease of the likelihood ratio. This particular change of measure is intended
to approximate the most likely way for the rare event to occur.

By Jensen’s inequality, we show that I'*(EX;) = 0. This implies that for all x > EXy,
I'*(z) = supgsq [0z — ()], and so I'* is nondecreasing on [EX1,00).

Theorem 2.1 (Cramer’s theorem,)

For any x > EX1, we have

>z] = -T*(z) = —inf I'(y). (2.6)
y>x

Proof. 1) Upper bound. The main step in the upper bound < of (2.6) is based on Chebichev
inequality combined with the i.i.d. assumption on the Xj:

P2 > 2] = E[is

- < E[ee(s"_”x)] = exp (nI'(9) — Onz), V6 > 0.

] <

By taking the infimum over 6 > 0, and since I'*(z) = supysq[fz — T'(0)] for 2 > EXy, we
then obtain
Sh,
P[—= > < —nl™(x)).
[n >z] < exp(—nl*(z))

and so in particular the upper bound < of (2.6).
2) Lower bound. Since IP’[% > m] > IF’[% € [z,z + 5)], for all € > 0, it suffices to show
that

lim hmlnf—ln]P’[% € [z,x —1—5)} > —I'"(x). (2.7)

e—0 n—oo N

For simplicity, we assume that p is supported on a bounded support so that I' is finite

everywhere, and there exists a solution § = #(x) > 0 to the saddle-point equation: IV(6) =

x, i.e. attaining the supremum in I'*(z) = 0(x)z—T(6(z)). The key step is now to introduce

the new probability distribution ug as in (2.1) and Py the corresponding probability measure
n (92, F) with likelihood ratio:

dPa H due = exp (95n - nF(Q)).

Then, we have by (2.3) and for all € > 0:
Sh, 1
P|— € [z,z + 8)} = [Ey [exp < —0S, + nF(H)) 1%E[m’x+8)_

n

_ e T, [exp ( - ne(% ~)) 1%6[%“5)}

S emn05-T(0) —nlolep, [& € w,z+e),
; _
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and so

1 Sn 1 Sn
Emﬂ»[; c [x,x+e>} > —[fz —D(0) —|0le+ ~ Py [ 2" € 1, +¢)].  (28)

Now, since I'V(f) = z, we have Ey[X;] = z, and by the law of large numbers and CLT:
lim,, Py [% € [z, + 5)} = 1/2 (> 0). We also have I'"(z) = 6x — I'(#). Therefore,
by sending n to infinity and then € to zero in (2.8), we get (2.7). Finally, notice that
inf, >, I'*(y) = I'*(x) since I'* is nondecreasing on [EX7, c0). O

Examples

1) Bernoulli distribution: for X; ~ B(p), we have I'*(x) = zIn (%) +(1—2)In (=) for z
€ [0,1] and oo otherwise.

2) Poisson distribution: for X; ~ P(A), we have I'*(z) = #In (§) + A — z for > 0 and oo
otherwise.

3) Normal distribution: for X1 ~ A(0,0?), we have I'*(z) = %, z € R.

2) Exponential distribution: for X; ~ (), we have I'*(x) = Az — 1 —In(Az) for x > 0 and
I'*(z) = oo otherwise.

=

Remark 2.1 Cramer’s theorem possesses a multivariate counterpart dealing with the large
deviations of the empirical means of i.i.d. random vectors in R

Remark 2.2 The independence of the random variables X; in the large deviations result
for the empirical mean S, = Y. | X;/n can be relaxed with the Gértner-Ellis theorem,
once we get the existence of the limit:

re) = lim llnlE[ene'g"}, f c RY.

n—oo n

The rate of convergence of the large deviation principle is then given by the Fenchel-
Legendre transform of I':

I*(z) = sup[f.z—I(9)], zecR<
HeRd
Remark 2.3 (Relation with importance sampling)
Fix n and let us consider the estimation of p, = P[S,/n > z]|. A standard estimator for
Pn 1s the average with N independent copies of X = 1g, /,>,. However, as shown in the
introduction, for large n, p, is small, and the relative error of this estimator is large. By
using an exponential change of measure Py with likelihood ratio

dPy

P P (65, — nI'(6)),

so that
Pn = EQ [exp ( — 9571 + nF(G))lsizx},

we have an importance sampling (IS) (unbiased) estimator of p,,, by taking the average of
independent replications of

exp ( - 0S5, + nF(Q))lsi>

n =

T



The parameter 6 is chosen in order to minimize the variance of this estimator, or equivalently
its second moment:

M2(0,2) = Eo [exp (- 208, + 2nr(e))1%2x}
< exp (—2n(6z —T'(0))) (2.9)

By noting from Cauchy-Schwarz’s inequality that M?2(0, z) > p2 = P[S,/n > x] ~ Ce2"" ()
as n goes to infinity, from Cramer’s theorem, we see that the fastest possible exponential
rate of decay of M?2(f, z) is twice the rate of the probability itself, i.e. 2I'*(x). Hence, from
(2.9), and with the choice of § = 0, s.t. I'™*(x) = 0,2 —T'(0;), we get an asymptotic optimal
IS estimator in the sense that:
.1 9 1

lim —InM37(0,,2) = 2 lim —lnp,.

n—oo n n—oo n
This parameter 6, is such that Egy_[S,/n] = x so that the event {S,/n > x} is no more
rare under Py_, and is precisely the parameter used in the derivation of the large deviations

result in Cramer’s theorem.

2.3 Large deviations and Laplace principles

In this section, we present an approach to large deviations theory based on Laplace principle,
which consists in the evaluation of the asymptotics of certain expectations.

We first give the formal definition of a large deviation principle (LDP). Consider a
sequence {Z°}. on (Q,F,P) valued in some topological space X. The LDP characterizes
the limiting behaviour as e — 0 of the family of probability measures {P[Z¢ € dx|}. on X
in terms of a rate function. A rate function I is a lower semicontinuous function mapping
I:X — [0,00]. It is a good rate function if the level sets {x € X' : I(x) < M} are compact
for all M < oo.

The sequence {Z¢}. satisfies a LDP on X with rate function I (and speed ¢) if:

(i) Upper bound: for any closed subset F' of X

limsupelnP[Z° € F] < — inf I(x).

e—0 zeF

(ii) Lower bound: for any open subset G of X

liminfeInP[Z° € G] > — inf I(z).
e—0 zeG

If Fis a subset of X' s.t. infyepo I(x) = inf cf I(x) := Ip, then

lir%slnIP)[ZseF] = —Ip,
e—

which formally means that P[Z¢ € F] ~ Ce !r/¢ for some constant C. The classical
Cramer’s theorem considered the case of the empirical mean Z¢ = S, /n of i.i.d. random
variables in R?, with ¢ = 1/n.

We first state a basic transformation of LDP, namely a contraction principle, which
yields that LDP is preserved under continuous mappings.

10



Theorem 2.2 (Contraction principle)
Suppose that {Z¢}. satisfies a LDP on X with a good rate function I, and let f be a
continuous mapping from X to Y. Then {f(X®)}e satisfies a LDP on ) with the good rate

function
Jy) = inf{l(z):zeX, y=f(z)}.
In particular, when f is a continuous one-to-one mapping, J = I(f~1).

Proof. Clearly, J is nonnegative. Since I is a good rate function, for all y € f(&X), the
infimum in the definition of J is obtained at some point of X'. Thus, the level sets of J,
V(M) :={y:J(y) < M} are equal to

V(M) = {f(z):I(x) <M} = f(¥'(M)),

where U/(M) := {x : I(z) < M} is the corresponding level set of I. Since W!(M) is
compact, so are the sets ¥~/ (M), which means that J is a good rate function. Moreover,
by definition of J, we have for any A C V:

inf J = inf x).

nf J) = it f(a)
Since f is continuous, the set f~!(A) is open (resp. closed) for any open (resp. closed) A

C Y. Therefore, the LDP for {f(Z¢)}. with rate function .J follows as a consequence of the
LDP for {Z¢}. with rate function I. O

We now provide an equivalent formulation of large deviation principle, relying on Varad-
han’s integral formula, which involves the asymptotics behavior of certain expectations. It
extends the well-known method of Laplace for studying the asymptotics of certain integrals
on R: given a continuous function ¢ from [0, 1] into R, Laplace’s method states that

1
lim 1ln/ e @dy = max ().
0

n—oo n z€[0,1]

Varadhan result’s is formulated as follows:

Theorem 2.3 (Varadhan)
Suppose that {Z¢}. satisfies a LDP on X with good rate function I. Then, for any bounded
continuous function ¢ : X — R, we have

lim 6lnE[e‘p(ZE)/5] = sup [p(z) — I(z)]. (2.10)
e—0 xeX

Proof. (a) Since ¢ is bounded, there exists M € (0,00) s.t. —M < ¢(x) < M for all z €
X. For N positive integer, and j € {1,..., N}, we consider the closed subsets of X

20— 1)M 2iM
u<(p(x)<_M+]7

Fn; = {xEX:—M+ N < < N}’

11



so that Ué\f:lFN,j = X. We then have from the large deviations upper bound on (Z¢),

limsupelnE[e‘P(Zs)/E] = limsupeln/ e?Z)/ep[Z¢ € dx]
e—0 e—0 X
N
< limsupeln (Z/ e Z)epze ¢ dz))
e—0 j:1 FNJ‘
N .
< limsupeln (Ze(_M+2]]V‘[/N)/‘EIP’[Z‘E € Fn4l)
e—0 .
7j=1
< lim supeln( max e(_M+2jM/N)/EP[Z5 € FN,j])
e—0 j=1,...N
25 M
< e, (00 S imaw e L2 € )
25 M
< max (— M + el + sup [—I(CU)])
j:17"'7N N xGFNJ
92 M
< max (—M+7+ su z)—I(x)] — inf :L')
jmax, N meFII;j[SD( ) — 1(x)] Lot o(z)
2M
< suplp(z) — I(2)] + -~
zeX

By sending N to infinity, we get the inequality < in (2.10).

(b) To prove the reverse inequality, we fix an arbitrary point zy € X, an arbitrary 6 > 0,
and we consider the open set G = {x € X : p(x) > ¢(xp) — d}. Then, we have from the
large deviations lower bound on (Z°¢),

liminfelnE [64,9(26)/5] > liminfelnE [e‘p(ze)/alzseg]
e—0 e—0
> p(zg) —d+ lirniélfezhan’[ZE €G]
e—

> —0—inf I

> (o) inf I(x)

> p(xo) = I(zo) — 6.

Since zg € X and § > 0 are arbitrary, we get the required result. O

Remark 2.4 The relation (2.10) has the following interpretation. By writing formally the
LDP for (Z¢) with rate function I as P[Z¢ € dx] ~ e~ 1(®)/2dz, we can write

E[e##)/e] = / PD/EP[ZE ¢ ] ~ / (2@~ T(@))/2 gy

~ (Cexp (SUPxGX(SD(f) - I(x)))'

As in Laplace’s method, Varadhan’s formula states that to exponential order, the main
contribution to the integral is due to the largest value of the exponent.

When (2.10) holds, we say that the sequence (Z¢) satisfies a Laplace principle on X
with rate function /. Hence, Theorem 2.3 means that the large deviation principle implies
the Laplace principle. The next result proves the converse.

12



Theorem 2.4 The Laplace principle implies the large deviation principle with the same
good rate function. More precisely, if I is a good rate function on X and the limit

lim 5lnE[e‘p(zs)/a] = sup [@(x) - I(w)]
e—0 TeEX

is valid for all bounded continuous functions g, then (Z¢) satisfies a large deviation principle
on X with rate function I.

Proof. (a) We first prove the large deviation upper bound. Given a closed set F' of X, we
define the nonpositive function: ¥ (z) = 0 if z € F, and oo otherwise. Let d(x, F') denote
the distance from x to F', and for n € N, define

on(z) = n(d(z,F)A1).
Then, ¢, is a bounded continuous function and ¢, " 1 as n goes to infinity. Hence,
elnP[Z° € F] = elnElexp(—¢(Z°)/e)] < elnElexp(—pn(Z°)/e)],
and so from the Laplace principle
limsupelnP[Z° € F] < limsupelnE[exp(—¢n(Z°)/¢e)]

e—0 e—0
= sup[—pn(z) = I(2)] = — inf [pn(z) + I(2)].

inf
TEX reX
The proof of the large deviation upper bound is then completed once we show that

A inf lon(2) + I(2)] = inf I(z),

and this is left as an exercice to the reader.

(b) We now consider the large deviation lower bound. Let G be an open set in X. If I =
oo, there is nothing to prove, so we may assume that I < co. Let x be an arbitrary point
in G. We can choose a real number M > I(z), and § > 0 such that B(z,d) C G. Define
the function

o) = (122 10),

and observe that ¢ is bounded, continuous, nonnegative, and satisfies: ¢(xz) = 0, p(y) =
M for y ¢ B(z,d). We then have

e M/ep[Z¢ ¢ B(x,0)] + P[Z° € B(x,0)]

Elexp(—¢(27)/e)] <
< e M/E L P[Z° € B(x,0)],

and so
max(lir1[1i(1)r1f51nJP’[Z6 EB(x,5)],*M) > 1imié1f5lnIE[exp(—cp(Zg)/e)]
E— E—
= sup[—¢(y) — I(y)]
yeX
> —I(x).
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Since —M < —I(z), and B(x,d) C G, it follows that
limiélfslnIP’[ZE eqG > limiélfglan’[ZE € B(z,9)] > —I(z),
E— E—
and thus

liminf e InP[Z¢ > —inf [ = —]
121;1&51&[ eq > ;IelG (z) G

which ends the proof. O

We next show how one can evaluate expectations arising in Laplace principles, which
can then be used to derive the large deviation principle.

2.4 Relative entropy and Donsker-Varadhan formula

The relative entropy plays a key role in the determination of the rate function. We are
given a topological space S, and we denote by P(S) the set of probability measures on S
equipped with its Borel o field.

For v € P(S), the relative entropy R(.|v) is a mapping from P(S) into R, defined by

R(plv) = L(lnjﬁ)du = L?j(njﬁ)dy,

whenever p € P(S) is absolutely continuous with respect to v, and we set R(u|v) = oo
otherwise. By observing that slns > s — 1 with equality if and only if s = 1, we see that
R(plv) > 0, and R(u|lv) = 0 if and only if u = v.

The relative entropy arises in the expectation in the Laplace principle via the following
variational formula.

Proposition 2.1 Let ¢ be a bounded measurable function on S and v a probability measure
on S. Then,

ln/ e?dv = sup [/ gpdu—R(My)], (2.11)
S peP(S) LJs
and the supremum is attained uniquely by the probability measure o defined by

duwo - _ - €”
dv [serdv

Proof. In the supremum in (2.11), we may restrict to p € P(S) with finite relative entropy:
R(plv) < oo. If R(u|lv) < oo, then p is absolutely continuous with respect to v, and since
v is equivalent to pg, p is also absolutely continuous with respect to pg. Thus,

/SsodM—R(MIV) = [Swdu—é(lnﬁ)dﬂ
[ ey [ (2

= ln/e“"dl/—R(umO).
S
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We conclude by using the fact that R(u|uo) > 0 and R(u|uo) = 0 if and only if p = po. O

The dual formula to the variational formula (2.11) is known as the Donsker-Varadhan
variational formula. We denote by B(S) the set of bounded measurable functions on S.

Proposition 2.2 (Donsker-Varadhan variational formula)
For all p, v € P(S), we have

R(ply) = sup [/ pdp — ln/ e“’dl/} (2.12)
peB(S) LJs S

Proof. We denote by H(u,v) the r.h.s. term in (2.12). By taking the zero function on S,

we observe that H(u,v) > 0. From (2.11), we have for any ¢ € B(S):

Ru) = [ pdu—tn [ esa,
S S

and so by taking the supremum over ¢: R(u|v) > H(u,v). To prove the converse inequality,
we may assume w.l.o.g. that H(u,v) < oco. We first show that under this condition p is
absolutely continuous with respect to v. Let A be a Borel set for which v(A) = 0. Consider
for any n > 0, the function ¢, = nly € B(S) so that by definition of H:

oo > H(p,v) > /gond,u—ln/e“""dy = nu(A).
S S

Taking n to infinity, we get u(A) = 0, and thus p < v. We define f = du/dv the Radon-
Nikodym derivative of p with respect to v. If f is uniformly positive and bounded, then ¢
= In f lies in B(S), and we get by definition of H:

d
H(p,v) > /g@du—ln/e‘pdy = /lnudu = R(ulv),
S S s v

which is the desired inequality. If f is uniformly positive but not bounded, we set f, =
fAnN, oo =Inf, € B(S), and use the inequality H(ulv) > [s¢ndp —In [ge?mdv. By
sending n to infinity and using the monotone convergence theorem, we get the required
inequality. In the general case, we define for ¢ € [0,1]: p. = (1 —e)u+ev, f. = dd‘ff =
(1 —¢e)f +e. Since f. is uniformy positive for € > 0, we have R(p.|v) < H(ue,v). The

proof is completed by showing that

lim R(pelv) = Rlplv), and  lim H(ue,v) = H(pu,v).
e— AN

This is achieved by using convexity arguments, and we refer to [13] for the details. O

The expression (2.12) of the relative entropy is useful, in particular, to show that for
fixed v € P(S), the function R(.|v) is a good rate function.

2.5 Sanov’s theorem

Sanov’s theorem concerns large deviations associated with the empirical measure of i.i.d.
random variables. In this paragraph, we show how one can derive this large deviation result
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by means of the Laplace principle. Let (X,,) be a sequence of i.i.d. random variables valued
in some Polish space S, and with common probability distribution p. We introduce the
corresponding sequence (L™) of empirical measures valued in P(S) by:

. 1 n—1
L = n Z 0X;
j=0

where §, is the Dirac measure in x € S. The law of large numbers implies essentially the
weak convergence of L™ to p. The next stage is Sanov’s theorem, which states a large
deviation principle for L™.

Theorem 2.5 (Sanov)
The sequence of empirical measures (L™),, satisfies a large deviation principle with good
rate function the relative entropy R(.|p).

The purpose of this paragraph is sketch the arguments for deriving Sanov’s theorem
by using the Laplace principle. This entails calculating the asymptotic behavior of the
following expectations:

v %lnE[exp(ngp(L"))], (2.13)

where ¢ is any bounded continuous function mapping P(S) into R. The main issue is
to obtain a representation in the form (2.10), and a key step is to express V" as the gain
function of an associated stochastic control problem by using the variational formula (2.11).

In the sequel, ¢ is fixed. We introduce a sequence of random subprobability measures
related to the empirical measures as follows. For ¢ € [0,1], we denote M;(S) the set of
measures on S with total mass equal to ¢t. Fix n € N*, and for ¢ = 0,...,n — 1, we define
L =0, and

1
?—‘rl = L? + géxzﬂ

so that Lj; equals the empirical measure L", and L} is valued in M;,(S). We also intro-
duce, for each i = 0,...,n, and pu € M,;,(S), the function

Viin) = o Eep(ng(L)

where E; ,, denotes the expectation conditioned on L} = p. Thus, V"(0,0) = V" defined
in (2.13), and V"(n,u) = ¢(u). In order to obtain a representation formula for V", we
first derive a recursive equation relating V" (i,.) and V"(i + 1,.) that we interpret as the
dynamic programmming equation of a stochastic control problem.
Recalling that the random variables X; are i.i.d. with common distribution p, we
n

see that the random measures {L',i = 0,...,n} form a Markov chain on state spaces

{M;)n(S),i=0,...,n} with probability transition:

1
PILL, € ALY i) = Bla+ox €] = [

1
La(p + —6y)p(dy).
S n
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We then obtain by the law of iterated conditional expectations and Markov property:
_ 1
VP(ip) = ~InEiy |Eieop,, lexp(ne(L3)]

InE; , [exp(nV"(i +1, L?—f-l))}

SI=3|r

1
ln/ exp [nV"™(i+ 1,1+ E(iy)]p(dy).
S

By applying the variational formula (2.11), we obtain:

1 1
Vi) = sup [ [V Lt 8,)vd) ~ S RO0) (2.14)

veP(S) -JS n n
The relation (2.14) is the dynamic programming equation for the following stochastic control
problem. The controlled process is a Markov chain {L?,i = 0,...,n} starting from L? =
0, with controlled probability transitions:

_ _ 1
PNy € ALY =) = [ Lalno+ 0, )mi(d).

where {v;,7 = 0,...,n} is the control process valued in P(S), in feedback type, i.e. for each
i, the decision v; depends on L?. The running gain is —1/nR(v|p), and the terminal gain
is ¢. We deduce that

n—1

- 1
V= Val0.0) = swB[e(L) — 37 Rlxlo)| (2.15)
(vi i=0
Fix some arbitrary v € P(S), and consider the constant control v; = v. With this
choice, L is the empirical measure of i.i.d. random variables having common distribution
v, and the representation (2.15) yields

V' > E[p(L]) - R(ip))

Moreover, since L' converges weakly to v, we have by the dominated convergence theorem:

lim Elp(Ly)] = ().
n—oo
Since v is arbitrary in P(S), we deduce that
liminf V" > sup [p(v) — R(v|p)].
n—00 veP(S)
The corresponding lower-bound requires more technical details (see the details in [13]), and
we get finally
lm V" = sup [p(v) - R(v|o)]
n—o0 vEP(S)
This implies that L™ satisfies the Laplace principle, and thus the large deviation principle
with the good rate function R(.|p) on P(S).

Remark 2.5 There are extensions of Sanov’s theorem on LDP for empirical measure of
Markov chain and occupation times of continuous-time Markov processes. The main refer-
ences are the seminal works by Donsker and Varadhan.
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2.6 Sample path large deviation results

In many problems, the interest is in rare events that depend on random process, and the
corresponding asymptotics probabilities, usually called sample path large deviations, were
developed by Freidlin-Wentzell and Donsker-Varadhan.

The first example is known as Schilder’s theorem, and concerns large deviations for
the process Z° = \/eW, as ¢ goes to zero, where W = (W}),c[o7] is a Brownian motion
in RY. Denote by C([0,T]) the space of continuous functions on [0,7], and H([0,T7])
the Cameron-Martin space consisting of absolutely continuous functions h, with square-
integrable derivative h.

Theorem 2.6 (Schilder)
(VEW)e satisfies a large deviation principle on C([0,T]) with rate function, also called
action functional:

) = { LIy I@®Pdt, if hoe H((0,T)) == {h € H([0,T]) : h(0) = 0},
0, otherwise

Let us show the lower bound of this LDP. Consider G a nonempty open set of C'([0,T),
h € G,and § > 0s.t. B(h,d) C G. We wnat to prove that

limiélfelnIP’[\@WGB(h,é)] > —I(h).
E—

For h ¢ Hy([0,T]), this inequality is trivial since I(h) = co. Suppose now h € Hy([0,T]),
and consider the probability measure:

% _ / det—ng/OTm(t)\zdt),

so that by Cameron-Martin theorem, W’ := W — % is a Brownian motion under Q".

Then, we have

o
P[VeW € B(h,6)] = P[W"| < \ﬁ]

T iy
eXP<— ; \f) —/ t)|2dt |Wh|<\%]

f) t‘/ Ordt ww]

T
(-
eXp<+/0Th(t)th—1/0 |ia(t)| dt) |W|<\%]

_ E@h‘

(WhQ"BM) = E |exp

(W~-W) = E e o

. T j
exp(—21€/0 |h(t)|?dt) cosh(/0 fiﬁ?th)1W<¢6E]
T

expl—g: [ b0 Par) W] < 2]

= E

v
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This implies

elnP[\/eW € B(h,8)] > —I(h)+elnP|W|< 2],

and thus the required lower bound.

One can extend Schilder’s result to the case of diffusion with small noise parameter:
t t
X = :z:+/ b(Xg)der\/E/ o(X)dWs, 0<t<T,
0 0

where b and o are Lipschitz, and bounded. By using contraction principle for LDP, we
derive that (X¢). satisfies a LDP in C([0,7]) with the good rate function

1 /7.
L(h) = inf ! / () Pt
(FEHO (0T h(t)=r-+ [ bh() s [2 o (h(s)) f(s)ds} 2 Jo

When o is a square invertible matrix, the preceding formula for the rate function simplifies
to

o, otherwise

L) = {;fon(t)—b<h<t>>|%w,)_l(h(t>)dt, if h € H((0.7))

where H;([0,T]) := {h € H([0,T]) : h(0) = z}. We sketch the proof in the case o = Id,
and w.l.o.g. for z = 0. The transformation /eW — X¢ is given by the deterministic map
F :C([0,T]) — C([0,T]) defined by F(f) = h, where h is the solution to

h(t) = F(f)(t) = /Ob(h(s))ds—i-f(t), te[0,T].

One easily check from the Lipschiz condition on b, and Gronwall lemma that the map F is
continuous on C([0,77]) so that the contraction principle is applicable, and we obtain that
(X¢). satisfies a LDP with good rate function

T
1) = f 5 | Ve

in —
{feHo([0,T)),h=F(f)} 2

Moreover, observe that for f € Hy([0,T]), h = F(f) is differentiable a.e. with
h(t) = b(h(t)) + f(1), h(0) = 0,
from which we derive the simple expression of the rate function

1

T
0 = / (1) — b(h(t)) .

Another important application of Freidlin-Wentzell theory deals with the problem of
diffusion exit from a domain, and occurs naturally in finance, see Section 3. We briefly
summarize these results. Let ¢ > 0 a (small) positive parameter and consider the stochastic
differential equation in R% on some interval [0, T,

dXE = b.(s, X)ds + Veo(s, XE)dW,, (2.16)
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and suppose that there exists a Lipschitz function b on [0,T] x R? s.t.

limb. = b,

e—0

uniformly on compact sets. Given an open set I' of R?, we consider the exit time from T,

7 = inf {s >t Xoht ¢ I‘},

t,x

and the corresponding exit probability

ve(t,x) = Plrf <T|, (t,x)€l[0,T]x RY.

t,

Here X*%% denotes the solution to (2.16) starting from x at time ¢. It is well-known that
the process X=%% converge to X% the solution to the ordinary differential equation

dxX? = b(s,X%)ds, X =uz.
In order to ensure that v. goes to zero, we assume that for all ¢ € [0,7],
H) zel = X™cl, VscltT).

Indeed, under (H), the system (2.16) tends, when ¢ is small, to stay inside I', so that the
event {7° < T} is rare. The large deviations asymptotics of v¢(t,z), when € goes to zero,
was initiated by Varadhan and Freidlin-Wentzell by probabilistic arguments. An alternative
approach, introduced by Fleming, connects this theory with optimal control and Bellman
equation, and is developed within the theory of viscosity solutions, see e.g. [6]. We sketch
here this approach. It is well-known that the function v, satisfies the linear PDE

v,
ot

together with the boundary conditions

—i—ba(t,:z:).D;cvg—i—%tr(aa'(t,x)DivE) = 0, (tz)e[0,T)xT  (2.17)

ve(t,x) = 1, (t,x)€[0,T)x ol (2.18)
v(T,z) = 0, zel. (2.19)

Here OT" is the boundary of I'. We now make the logarithm transformation
V. = —clnv..

Then, after some straightforward derivation, (2.17) becomes the nonlinear PDE

_9Ve
ot

—be(t,x).Dy Ve — gtr(aal(t, z)D2V.)
1
+ §(DIV€)'UU'(1€, z)D,V. = 0, (t,x)€[0,T)xTI, (2.20)
and the boundary data (2.18)-(2.19) become

Ve(t,z) = 0, (t,z)€[0,T)xar (2.21)
Ve(Tyz) = oo, zel. (2.22)
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At the limit ¢ = 0, the PDE (2.20) becomes a first-order PDE

—%—b(t 2).DyVo + = (D VoYoo'(t,2)DsVo = 0, (t,x)€[0,T)xT, (2.23)

with the boundary data (2.21)-(2.22). By PDE-viscosity solutions methods and comparison
results, we can prove (see e.g. [6] or [19]) that V. converges uniformly on compact subsets of
[0,T) xT', as € goes to zero, to Vj the unique viscosity solution to (2.23) with the boundary
data (2.21)-(2.22). Moreover, V) has a representation in terms of control problem. Consider
the Hamiltonian function

1
H(t,2,p) = —b(t,2).p+ 5p'oo’(t)p, (t2,p) € [0,T] x T x RY,

which is quadratic and in particular convex in p. Then, using the Legendre transform, we
may rewrite

'H(t,a:,p) = sup [_q-p_H*(t7$,Q)],
geRd
where
H*(t,x,q) = sup [—p.q—H(t z,p)]
pERA
= %(q — b(t,x))’(aa’(t,x))_l(q —b(t,x)), (t,z,q)€[0,T]xT x R,

Hence, the PDE (2.23) is rewritten as

V¢
5yt nf [¢DeVo+ M (te,g)] = 0. (tx)€[0,T)xT,
q€eR

which, together with the boundary data (2.21)-(2.22), is associated to the value function
for the following calculus of variations problem:

Volt,z) = élifm)/ M (w, 2(w), #(w))du, (t,2) € [0,T) x T

= inf / 5 (@) = b(u, z(w))) (00" (u, 2(u)) ™ (& (u) — bu, 2(u)))du
z()eAte) Jy 2
where
= {z() ([0,T]) : z(t) =z and 7(z) < T},
Here 7(x) is the exit time of z(.) from I'. The large deviations result is then stated as

limelnve(t,z) = —Vy(t, ), (2.24)

E—>

and the above limit holds uniformly on compact subsets of [0,7') x I'. Notice that for ¢
= 0, and T = 1, the quantity d(x,0I') = 1/2V;(0, z) is the distance between z and OI' in
the Riemannian metric defined by (c0’)~!. A more precise result may be obtained, which
allows to remove the above log estimate. This type of result is developed in [17], and is
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called sharp large deviations estimate. It states asymptotic expansion (in €) of the exit
probability for points (¢, z) belonging to a set N of [0,7”] x I' for some 7" < T', open in the
relative topology, and s.t. Vp € C°°(N). Then, under the condition that

be = b+eb +0(?),

one has

Vo(z’fﬂ) —w(t,x))(1+ 0(e)),

ve(t,x) = exp(—

uniformly on compact sets of N, where w is solution to the PDE problem

1
—88‘/: —(b—00'D,Vy).Dyw = itr(aa'D?cVO) +b,.D,Vo in N
w(t,z) = 0 on ([O,T) X 8F> UN.

The function w may be represented as
Pl
wit,z) = / (560(00" D2V) + b1.D Vo) (s, () ds,
t

where £ is the solution to

£(s) = (b—00'DaVo)(s.(5), (1) =

and p is the exit time (after ¢) of (s,£(s)) from N.

3 Importance sampling and large deviations approximation
in option pricing

In this section, we show how to use large deviations approximation via importance sampling
for Monte-carlo computation of expectations arising in option pricing. In the context of
continuous-time models, we are interested in the computation of

I, = E|g(5,0<t<T)|,

where S is the underlying asset price, and g is the payoff of the option, eventually path-
dependent, i.e. depending on the path process S, 0 <t < T. The Monte-Carlo approxima-
tion technique consists in simulating N independent sample paths (Sf)ogth, 1=1,...,N,
in the distribution of (St)o<¢<7, and approximating the required expectation by the sample
mean estimator:

1 X
N _ i
I = N ;:1 g(5").

The consistency of this estimator is ensured by the law of large numbers, while the error
approximation is given by the variance of this estimator from the central limit theorem:
the lower is the variance of g(5), the better is the approximation for a given number N of
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simulations. As already mentioned in the introduction, the basic principle of importance
sampling is to reduce variance by changing probability measure from which paths are gen-
erated. Here, the idea is to change the distribution of the price process to be simulated in
order to take into account the specificities of the payoff function g, and to drive the process
to the region of high contribution to the required expectation. We focus in this section in
the importance sampling technique within the context of diffusion models, and then show
how to obtain an optimal change of measure by a large deviation approximation of the
required expectation.

3.1 Importance sampling for diffusions via Girsanov’s theorem

We briefly describe the importance sampling variance reduction technique for diffusions.
Let X be a d-dimensional diffusion process governed by

dX, = b(X,)ds+ S(X,)dWs, (3.1)

where (W})¢>0 is a n-dimensional Brownian motion on a filtered probability space (2, F,F =
(Ft)t>0,P), and the Borel functions b, ¥ satisfy the usual Lipschitz condition ensuring the
existence of a strong solution to the s.d.e. (3.1). We denote by X5 the solution to (3.1)
starting fom z at time ¢, and we define the function:

o(t,z) = E[g(X?m,t <s< T)}, (t,z) € [0,T] x R

Let ¢ = (¢¢)o<i<T be an R?-valued adapted process such that the process

t 1 t
0 0

is a martingale, i.e. E[Mp] = 1. This is ensured for instance under the Novikov criterion:
E [ exp (% fOT |¢u\2du)] < 00. In this case, one can define a probability measure QQ equivalent
to P on (2, Fr) by:

dQ

T~ vy
dP T

Moreover, by Girsanov’s theorem, the process W, = W+ fot Oudu, 0 <t < T, is a Brownian
motion under Q, and the dynamics of X under Q is given by

dXs = (b(Xs) = 2(Xs)hs)ds + X(Xs)dWs. (3.2)
From Bayes formula, the expectation of interest can be written as
v(t,z) = EC [g(Xﬁ’x,t <s< T)LT], (3.3)

where L is the Q-martingale
1 T N A
Li = — = exp ( &AWy — = | 16l du), 0<t<T. (3.4)
M, 0 2 Jo
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The expression (3.3) suggests, for any choice of ¢, an alternative Monte-Carlo estimator for
v(t, z) with

1 N
N 7t7
Ig#)(t, = N Z ){Z CU

by simulating N independent sample paths (X*%*) and L% of (X%*) and L7 under Q given
by (3.2)-(3.4). Hence, the change of probability measure through the choice of ¢ leads to a
modification of the drift process in the simulation of X. The variance reduction technique
consists in determining a process ¢, which induces a smaller variance for the corresponding
estimator I, 4 than the initial one I, 9. The two next paragraphs present two approaches
leading to the construction of such processes ¢. In the first approach developed in [25], the
process ¢ is stochastic, and requires an approximation of the expectation of interest. In the
second approach due to [26], the process ¢ is deterministic and derived through a simple
optimization problem. Both approaches rely on asymptotic results from the theory of large
deviations.

3.2 Option pricing approximation with a Freidlin-Wentzell large devia-
tion principle

We are looking for a stochastic process ¢, which allows to reduce (possibly to zero!) the
variance of the corresponding estimator. The heuristics for achieving this goal is based
on the following argument. Suppose for the moment that the payoff g depends only on
the terminal value X7. Then, by applying Ité’s formula to the Q-martingale v(s, X2%) L
between s = ¢t and s = T', we obtain:

T
9(X5" )Ly = MLer+/.uu%m&X?WE@?%+v@gﬁ@w9mm.
t
Hence, the variance of 1 év s(t, ) is given by

1 T
VarQ(Igd)(t, x)) = NEQ[/t LngxU(S,X;’I)/E(Xé’x)+U($,X§’1)¢ls‘2d8}.
The choice of the process ¢ is motivated by the following remark. If the function v were
known, then one could vanish the variance by choosing

by = 6 = e W(XE)Dyo(s, XE7), 1 <5< T (35)
v(s, Xs)

Of course, the function v is unknown (this is precisely what we want to compute), but this
suggests to use a process ¢ from the above formula with an approximation of the function
v. We may then reasonably hope to reduce the variance, and also to use such a method
for more general payoff functions, possibly path-dependent. We shall use a large deviations

approximation for the function v.
The basic idea for the use of large deviations approximation to the expectation function
v is the following. Suppose the option of interest, characterized by its payoff function g,
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has a low probability of exercice, e.g. it is deeply out the money. Then, a large proportion
of simulated paths end up out of the exercice domain, giving no contribution to the Monte-
carlo estimator but increasing the variance. In order to reduce the variance, it is interesting
to change of drift in the simulation of price process to make the domain exercice more
likely. This is achieved with a large deviations approximation of the process of interest in
the asymptotics of small diffusion term: such a result is known in the literature as Freidlin-
Wentzell sample path large deviations principle. Equivalently, by time-scaling, this amounts
to large deviation approximation of the process in small time, studied by Varadhan.

To illustrate our purpose, let us consider the case of an up-in bond, i.e. an option that
pays one unit of numéraire iff the underlying asset reached a given up-barrier K. Within a
stochastic volatility model X = (S5,Y) as in (3.1) and given by:

dSy = o(Y;)SydW} (3.6)
dY; = n(Yy)dt +y(Ye)dW7?, d< Wi, Wy > = pdt,

its price is then given by

o(t,z) = E[1 = Plr,, <TJ], t€[0,T], z=(s,9) € (0,00) xR,

tes i)
maxy<y<T Sut>K

where

7, = inf{fu>t: X;"¢r}, T = (0,K)xR.

t,x

The event {max;<,<rS;" > K} = {r,, < T} is rare when z = (s,y) € T, i.e. s < K
(out the money option) and the time to maturity 7" — ¢ is small. The large deviations
asymptotics for the exit probability v(t,z) in small time to maturity 7" — t is provided by
the Freidlin-Wentzell and Varadhan theories. Indeed, we see from the time-homogeneity of
the coefficients of the diffusion and by time-scaling that we may write v(t,z) = w,._, (0, x),
where for € > 0, w, is the function defined on [0,1] x (0,00) x R by

we(t,x) = P[fo < 1],
and X&%T is the solution to

AXE = eb(X%)ds + VES(XE)dW,, XF = a.

and 7¢ = inf{s > ¢ : X ¢ I'}. From the large deviations result (2.24) stated in
paragraph 2.3, we have:

lim —(T — t)1 -
tlfngp( t)Inv(t, x) Vo(0,2),

where
1
1
Volt, = inf —i(u)'M t(u)du, (t,x)€]0,1 I,
o) = it [ @M@ () €0.1) x

Y() is the diffusion matrix of X = (S,Y), M(z) = (X¥'(z))~!, and

A(t,z) = {z()e H([0,1]): z(t) =z and 7(z) < 1}.
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We also have another interpretation of the positive function V4 in terms of Riema-
nian distance on R? associated to the metric M(z) = (¥¥/(x))~'. By denoting Lo(z) =
2V(0, z), one can prove (see [38]) that Ly is the unique viscosity solution to the eikonal
equation
(DyLo)'SY(2)DyLly = 1, z €T
Lo(z) = 0, zedl

and that it may be represented as

Lo(x) = inf Lo(z,z), xz€Tl, (3.8)
zedl’

where

1
Lo(z,2) =  inf / @) M (@) (w)du,
z(.)€A(z,2) Jo
and A(z,z) = {z(.) € H([0,1]) : (0) =z and (1) = z}. Hence, the function Ly can
be computed either by the numerical resolution of the eikonal equation or by using the
representation (3.8). Lg(z) is interpreted as the minimal length (according to the metric
M) of the path z(.) allowing to reach the boundary OI' from z. From the above large
deviations result, which is written as
L2
Inv(t,z) ~ —2(T0(f)t), as T —t—0,

and the expression (3.5) for the optimal theoretical ¢*, we use a change of probability
measure with

St ) = ’;0(_%2 > () Dy Lo(z).

Such a process ¢ may also appear interesting to use in a more general framework than
up-in bond: one can use it for computing any option whose exercice domain looks similar
to the up and in bond. We also expect that the variance reduction is more significant as
the exercice probability is low, i.e. for deep out the money options. In the particular case
of the Black-Scholes model, i.e. o(x) = os, we have

1
Lo(z) = ;‘ln(%)7
and so
1
o(t,z) = m111(%), s < K.

3.3 Change of drift via Varadhan-Laplace principle

We describe here a method due to [26], which, in contrast with the above approach, does
not require the knowledge of the option price, and restricts to deterministic change of drifts.
The original approach of [26] was developed in a discrete-time setting, and extended to a
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continuous-time context by [31]. In theses lectures, we follow the continuous-time diffusion
setting of paragraph 3.1. It is convenient to identify the option payoff with a nonnegative
functional G(W) of the Brownian motion W = (W})o<¢<7 on the set C([0,T]) of continuous
functions on [0, 7], and to define F' = In G valued in R U {—o0}. For example, in the case
of the Black-Scholes model for the stock price S, with interest rate r and volatility o, the
payoff of an arithmetic Asian option is (% fOT Sydt — K) 4, corresponding to a functional:

T
Gw) = (l / Soexp (ow; + (r — a2 /2)t) — K) )
T Jo +
We shall restrict to deterministic changes of drifts in Girsanov’s theorem. We then consider
the Cameron-Martin space Hy([0,T]) of absolutely continuous functions, vanishing in zero,
with square integrable derivative. Any h € Hy([0,7]) induces an equivalent probability
measure Qj, via its Radon-Nikodym density:

% _ exp(/OTh(t)th—;/{)T\h(t)Ith>,

and W = W — h is a Brownian motion under Q. Moreover, from Bayes formula, we
have an unbiased estimator of the option price E[G(W)] by simulating under Qy, the payoff
G (W)%. An optimal choice of h should minimize the variance under Qj of this payoff,
or equivalently its second moment given by:

M2(h) = E@h[(G(W)CZZQi)z} _ E[G(Wﬁcg]

— E[ex (2F(W>—/0Th(t)dwt+;/OTm(t)y?dt)]

The above quantity is in general intractable, and we present here an approximation by
means of small-noise asymptotics:

v = e {L(2rwaw) - [ vEoam+ ] [ hopa))]

Now, from Schilder’s theorem, (Z¢ = \/eW), satisfies a LDP on C([0,T]) with rate func-
tion I(z) = %fOT |2(t)|?dt for z € Hy([0,T]), and oo otherwise. Hence, under subquadratic
growth conditions on the log payoff of the option, one can apply Varadhan’s integral prin-
ciple (see Theorem 2.3) to the function z — 2F(z) — f(;r h(t).2(t)dt + %fOT |h(t)|2dt, and
get

T T
melnM2(u) =  sup [2F(z) + o / 1(8) — h(t)2dt — / F0))2d]. (3.9)
e—0 =€ Ho([0,T)) 2 Jo 0

We then say that h € Hy([0,T]) is an asymptotic optimal drift if it is solution to the
problem:

T ) T
inf sup  [2F(z) + » /0 2(t) — h(t)|2dt — /0 12(t)[2dt]. (3.10)

heHo(10,T) 2 Hy((0.17) 2
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Swapping the order of optimization, this min-max problem is reduced to:

T

sup  [2F(h) — / |A(t)[*dt]. (3.11)
heHo([0,T]) 0

Problem (3.11) is a standard problem of calculus of variations, which may be reduced to

the resolution of the associated Euler-Lagrange differential equation.

We report from [31] the following table, which compares the performance, in terms of
variance ratios between the risk-neutral sample and the sample with the optimal drift for
an Asian option in a Black-Scholes model. Parameter values are T = 1, r = 5%, o0 = 20%),
So = 50, and strikes are varying. Simulations are performed with 10® paths.

Strike Price Variance ratios

50 304.0 7.59
60 28.00 26.5
70 1.063 310

The performance gap increases with the strike. This is justified by the fact that a
larger strike cause the option to become more out-the-money, and then the role of the drift
in reshaping the payoff distribution in the region of interest becomes more crucial. An
extension of this method of importance sampling by using sample path large deviations
results is considered recently in [45] for stochastic volatility models.

4 Large deviations approximation in computation of barrier
crossing probabilities and applications to default probabil-
ities in finance

In this section, we present a simulation procedure for computing the probability that a
diffusion process crosses pre-specified barriers in a given time interval [0, T]. Let (Xt)iec[o,7]
be a diffusion process in R,

dXt = b(Xt)dt + O'(Xt)th
and 7 is the exit time of X from some domain I" of R?, eventually depending on time:
T = inf{t €[0,T]: X; ¢ T'(t)},

with the usual convention that inf () = co. Such a quantity appears typically in finance in
the computation of barrier options, for example with a knock-out option:

Co = E[eg(X7)1lr>7], (4.12)
with I'(t) = (—o0,U(t)) in the case of single barrier options, and I'(t) = (L(t),U(t)), for

double barrier options. Here, L, U are real functions : [0,00) — (0,00) s.t. L < U. This exit
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probability arises also naturally in structural models in credit risk modeling for computing
the default probabilities:

Plr < T, (4.13)

and I is for example a multivariate barrier in the form: I' = H‘ii:l [¢i, 00), for some constants
¢;, and default occurs whenever one of the components X; of the credit index variable X
falls below some threshold ¢;. More generally, these default probabilities appear in the
computations of credit derivatives, e.g. credit defaut swap (CDS). The objective is to
provide an efficient estimation of 7, and then to use it for Monte-Carlo simulation of various
quantities of interest.

The direct naive approach would consist first of simulating the process X on [0,7]
through a discrete Euler scheme of step size e = T/n = t;41 —t;, 1 =0,...,n:

Xy = Xi+b(X)e+o(X5)(We,, — W),

i+1
and the exit time 7 is approximated by the first time the discretized process reaches the
barrier:

7= inf{ti: X2 ¢ ().

In this procedure, one considers that the price diffusion is killed if there exists a value Xfi,
which is out of the domain I'(¢;). Hence, such an approach is suboptimal since it does not
control the diffusion path between two successive dates t; and ¢;41: the diffusion path could
have crossed the barriers and come back to the domain without being detected. In this
case, one over-estimates the exit time probability of {7 > T'}, and for example, the error
Cp and C§ (the Monte-Carlo approximation of Cp with 7¢) is of order /€, as shown in [29)],
instead of the usual order € obtained for standard vanilla options.

In order to improve the above procedure, we need to determine the probability that
the process X crosses the barrier between discrete simulation times. We then consider the
continuous Euler scheme

Xy = X +0(X))(t—t) +o(Xp) Wy = Wy,), & <t <tig,
which evolves as a Brownian with drift between two time discretizations t;, t;41 = t; + €.
Given a simulation path of (Xfi)i, and values Xfi =z, )_(fiﬂ = xj+1, we denote

pi (@i, wig1) = P|3t € [titi] s X§ ¢ D) |(X5, X7, ) = (@i, mi41) |,

tit1

the exit probability of the Euler scheme conditionally on the simulated path values. The
correction simulation procedure for 7 works then as follows. One of the two possibilities
occur: Xti has crossed a boundary or it has not. In the first case, we set 7 = ¢;. In
the second case, starting from the subinterval [tg,¢1] and given the observed values _fo =
ro, X;, = x1, we run a bernoulli trial: with probability p§ = pg(zo, 1), we consider that
the diffusion is killed, and we set 7 = to; with probability 1 — p§, we look at the next
subinterval [t1,t2], and repeat the above bernoulli trial, and so on.
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The effective implementation of this corrected procedure requires the calculation of p5.
Notice that on the interval [t;,%;11], the diffusion X¢ conditionned to Xti = xz;, Xti o=
Zi+1, is a Brownian bridge: it coincides in distribution with the process

o t t
B = a+ g(%‘ﬂ — ;) + o(z;) (Wy — gWa), 0<t<eg,

and so by time change ¢ — t/e, with the process
Y;i,s = Bzf = x;+ t(xiJr]_ — IZ) + \EO’(Q’;Z)(Wt — th), 0<t<1.
It is known that the process Y*¢ is solution to the s.d.e.

, Y _ .
dy;s = —%ﬁ’“dt +Veo(z)dWy, 0<t<1,

}/Oi,s = ;.
The probability p; can then be expressed as
p5(zi 1) = Pl <1], where 79° = inf {t>0:V ¢ T(t; +et)}. (4.14)

In the case of a half-space, i.e. single constant barrier, one has an explicit expression
for the exit probability of a Brownian bridge, see [30]. For example, if I'(t) = (—o0,U), we
have

2

I, (xi, xi41)
o?(x;)

), with IU(fEi?xi-i-l) =
9

p?(xivxi-‘rl) - exp(— (U—xi)(U—mHl).
In the general case, we do not have analytical expressions for p, and one has to rely on
simulation techniques or asymptotic approximations. We shall here consider asymptotic

techniques based on large deviations and Freidlin-Wentzell theory, which state that
lmelnpf (e, zi) = —Ir(wiiv),

where Ip(z;, z;4+1) is the infimum of the functional

1
v — 5 [ 0+ Ty o) e + M
over all absolutely continuous paths y(.) on [0, 1] s.t. y(0) = z;, and there exists some ¢ €
[0, 1] for which y(¢) ¢ I'(¢;). This infimum is a classical problem of calculus of variations,
and is explicitly solved in the one-dimensional case. For example, in the case of two time-
dependent barriers, i.e. I'(t) = (L(t),U(t)) for smooth barriers functions L < U, we have

22 - (U(tl) - l‘z)(U(tZ) — x,-.,.l) if €T, + Ti+1 > L(ti) + U(tl)
Ir(zi,zi11) = 7 (;Z)
(@) (a:z — L(ti))<$i+1 — L(ti)) if x; + Tit1 < L(ti) + U(tz)

In order to remove the log estimate on p$, we need a sharper large deviation estimate, and
this is analyzed by the results of [17] recalled in paragraph 2.3. More precisely, we have

Ir(zi, zit1)

. —wr($i,$i+1)>(1 + 0(e)),

pi (x5, xip1) = eXP(—
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where wr(z;, x;41) is explicited in [4] as

o (U(t:) —z)U'(t;) i @i+ @1 > L) + U(t)
wr (@i, Tit1) = (o)
7 sy (@i = L)) L' () if @5+ @i < L(ts) + U(t).

The approximation of (4.12) is thus computed by Monte-Carlo simulations of
Cg = E [efrT (X% — K)+ 17—€>T] .

We then recover a rate of convergence of order € for C§ — Cp, see [29].

We give some numerical illustrations due to [4], which performed standard Monte-Carlo
method with the corrected method as described above. The results are compared with the
prices obtained by Kunitomo and Ikeda (K-I), and Geman and Yor (G-Y). The prices are
computed for barriers in the form L(t) = Ae®'', U(t) = Be®! in a Black-Scholes model.
Parameters values are Sp = 2,0 =02, r =0.02, K =2, A=1.5, B=25.

(01,82) | (-0.1,0.1) (0,00  (0.1,-0.1)
G-Y 0.0411
K-I 0.08544  0.04109  0.00916
cor- MC | 0.08568  0.04104  0.00910
st-MC | 0.08929  0.04413  0.001060

5 Asymptotics in stochastic volatility models

In recent years, there has been a considerable interest on various asymptotics (small-time,
large time, fast mean-reverting, extreme strike) for stochastic volatility models, see [3],
(7], [35], [9], [41], [14], [39], [22], [16], [32], [50]. In particular, large deviations provides a
powerful tool for describing the limiting behavior of implied volatilities. We recall that an
implied volatility is the volatility parameter needed in the Black-Scholes formula in order to
match a call option price, and it is a common practice to quote prices in volatility through
this transformation. In this section, we shall focus on small time asymptotics near maturity
of options.

5.1 Short maturity asymptotics for implied volatility in the Heston model

In this paragraph, we consider the small-time asymptotic behavior of the implied volatility
in the Heston stochastic volatility model. This problem was studied by several authors in
the literature, and we follow here the rigorous analysis of [22] based on the Géartner-Ellis
theorem from large deviations theory and the exponential affine closed-form expression for
the moment generating function of the log-stock price.
On a probability space (€2, F, P) supporting a two-dimensional Brownian motion (W1, W?),

we consider the popular Heston stochastic volatility model for the log stock price X; = In Sy
(interest rates and dividends are assumed to be null):

1
dX, = = Yidt+ VYi(V1 = p2dWE 4 pdW?) (5.1)
dY; = k(0 —Y;)dt + o/ Y;dW?, (5.2)
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with Xo = 290 € R, Yo =y > 0, p € (—=1,1), K, 6, 0 > 0 with 2k > o2. This last
condition ensures that the Cox-Ingersoll-Ross SDE for Y admits a unique strong solution,
which remains strictly positive.

Moment generating function. The analysis relies on the explicit calculation of the
moment generating function of X, and then evaluation its limit. Let us then define the
quantity

Ti(p) = 111]E[exp (p(X: — xo))} , peR. (5.3)

By definition of X in (5.1), we have for all p € R:

t t t
M) = mE[e (=5 [ Vdsep [ VTaWzep/T=72 [ VTawd)
t t
= lnE{exp(—g/O sts—kpp/o VY dW?)
t
E[eXp (px/l—p?/o \/YédW;)}(Wf)sgtH

¢ ¢ 201 o\ gt
= lnE[exp(—g/Osts—i-pp/o \/}7de32+]?(12'0)/0de)]

2 2 t

¢ _ t
= lnE[exp (pp/ \/}ZdVVS2 _brr sts) exp (p(pl)/ sts)],
0 2 Jo 2 0

where we used the law of iterated conditional expectation in the second equality, and the
fact that Y; is measurable with respect to W?2. By Girsanov’s theorem, we then get

-1 t
Iy(p) = InE@ [exp (p(p)/ sts)},
2 0
where under QQ, the process Y satisfies the sde
dY, = (k0 — (k— pop)Yy)dt + o/ YidW2Y, (5.4)

with W2Q a Brownian motion. We are then reduced to the calculation of Laplace transform
of CIR processes, for which we have closed-form expressions derived either by probabilistic
or PDE methods. We present here the PDE approach. Fix p € R, and consider the function
defined by

F(t,y,p) = EQ[eXp(p(z_l)/otsts)\%=y},

so that I't(p) = In F(¢,yo,p). From Feynman-Kac formula, the function F is solution to
the parabolic linear Cauchy problem

or  p(p—1) oF  o% 0’°F
5 5 YF + (k0 — (k — pop)y) oy + 5y 52
F(0,y,p) = 1.
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We look for a function F'in the form F'(¢,y, p) = exp(¢(t, p)+y(t, p)) for some deterministic
functions ¢(.,p), ¥(.,p). By plugging into the PDE for F', we obtain that ¢ and v satisfy
the ordinary differential equations (ode):

0 -1 o2
0
% = kv, 60p) =0 (5.6)
One can solve explicitly the Riccati equation (5.5) under the condition:
§ = 0(p) == (k—pop)?—a’plp—1) > 0 (5.7)

Indeed, in this case, a particular solution to (5.5) is given by the constant function in time:

— )
bolp) = FpIEVD

g

and denoting by ¥ = 1/(¢p — o), i.e. ¥ = o + %, we see that the function ¢ satisfies the
first-order linear ode:

09 1 1
— + Vo +-0® = 0, 90,p) = ———.
ot 2 (©:2) Yo(p)
The solution to this equation is given by
1o% s o? —V/t
(¢, = ——(e —-1)— ———e
(¢, p) 2\/5( ) PR,
We then obtain the solution to the Riccati equation (5.5) after some straightforward cal-
culations:
1 k— pop —/d 1 — e Vot
t = =
w( 7p) ¢0(p) + ﬂ(t,p) o2 1_ he_\/gt
( 1 sinh (@t)
= pPp— )
(k — pop) sinh (@t) + /6 cosh (gt)
and
K0 1 — he~ Vot
otr) = 5[t =por= V=2 ()]
N
K0 Voez?
= Z|(k—pop—V8)t+2In ,
o [ <(/£—p0p) sinh (@t) + /4 cosh (\ggt)ﬂ
where
K —pop— /3o
h = hip) = PPV
Kk — pop + V6

The solutions v, ¢ to these equations are defined for all ¢ > 0 such that (1— he*‘/gt) /(1—=h)
> 0, i.e. for t € [0,7%) where
0, if Kk — pop >0,
T = T* = .
(p) { %lnh, if Kk — pop < 0.
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When 6(p) < 0, we extend the functions ¢ and v by analytic continuation by substituting
V8 by iv/—0, which yields:

U(t,p) = plp—1) sin (Y521) .
) (k — pop) sin (@t) 4+ /=8 cos (@t) ’ .
o(tp) = %Z[(“—Pap—iM)t
i3,
+2In ( V—be"2 )} -

(k — pop) sin (@t) + /=68 cos (@t)

This analytic continuation holds as long as

V=0 V=i
K — pop) sin t) + Vv —0cos t) > 0,
i 5 V=i 0
which corresponds to an explosion time
. 2 V=0
T = T*(p) = \/7—75 |:7T15_pa-p>() + arctan (pap — m)]

Recalling that a Laplace transform is analytic in the interior of its convex domain (when
its is not empty), we deduce that the function I'; defined in (5.3) is explicitly given by

_ o(t,p) +yo(t,p), t<T*(p), peR
Lilp) = { 00, t>T*(p), peR.

Our purpose is to derive a LDP for X; — xg when ¢ goes to zero, and thus, in view of
Gértner-Ellis theorem, we need to determine the limiting moment generating function:

L(p) = limili(p/t).

We are then led to substitute p — p/t and let ¢ | 0 in the above calculations. Observe that
for t small, (p/t) ~ —(1 — p?)o?p?/t%, and so:

T (ot Y [meo + s arctan (V)] for p£ 0, p 20

p/t) ~ —————=|mlp<o +sgn(p)arctan ( ————)|, for p#0, p#0,
alply/1—p2 U p

7t
— for p=0, p#0,
ol PP

= oo, for p=0.

Hence, for ¢ > 0 small, the set {t < T*(p/t)} may be written equivalently as p € (p—,p4+)
where p_ < 0 is defined by

2 arctan ( 1p_p2>
o , if p<0
p_ = —g, ifp=0
—27+2 arctan ( 17’)2)
o , ifp>0
\



and py > 0 is defined by

( 2m+2 arctan (7%7’32)
gy , ifp<O
py = T itp=0
2 arctan <7vl_p2>
p .
W, lf P > 0.

Moreover, by observing that t1/—d0(p/t) ~ o+/1 — p?|p|, we find that for all p € (p_,p4):
1

b
7 V=P oot (TE) — p
0
t(tp/t) ~ tog| = (pop+iv/1= pPalpl)
ﬂeiﬂp‘v 1—p2/2 >i|

t(t,p/t) ~

+ 21n
. 1—p2 1—p2
—psin (VA2 4 /T — 2 cos (Y12
We conclude that
2 4o , forpe(p-,py)
M) = { Vs ()

0, otherwise.

From the basic properties of moment generating function, we know that I is convex, lower-
semicontinuous, and by direct inspection, we easily see that I" is smooth on (p_,py) with
I'(p) and |T"(p)] — cc asp T p+ and p | p—. We can then apply Ellis-Gértner theorem, which
implies that X; — x¢ satisfies a LDP with rate function I'* equal to the Fenchel-Legendre
transform of I, i.e.

(z) = sup [px —T(p)], = €R. (5.10)
PE(P-.p+)

For any = € R, the supremum in (5.10) is attained at a point p* = p*(z) solution to x =
I’(p*). From Jensen’s inequality, notice that for all t > 0, p € R, I';y(p) > E[ln eP(X¢=%0)] =
p(E[X¢] — x0). Since E[X;] — z¢ as t goes to zero, this implies that I'(p) = limy_.o tI'(p/t)
> 0 for all p € R, and thus I'*(0) = 0. It follows that for any z > 0, p < 0, pxr — I'(p) <
—I'(p) < I'*(0) = 0. Therefore, I'"(z) = sup,cjop,)[pr — I'(p)], for z > 0, which implies
that I'* is nondecreasing on Ry. Similarly, I'(z) = suppc(,_ [Pz — T'(p)], for z < 0, and
so I'* is nonincreasing on R_. The LDP for X; — z¢ can then be formulated as:

%in(l)tlnP[Xt —x9 > k] = — 1221“(36) = —I'"(k), VE>0, (5.11)
lmtPX; —20 < k] = —inf["(2) = ~T*(k), Vk<0. (5.12)

Explicit calculations for the moment generating functions can be obtained more generally
for affine stochastic volatility models, see [20], [37], [32].
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Pricing. As a direct corollary of this LDP for the log-stock price, we obtain a rare
event estimate for pricing out-of-the money call options of small maturity:

}/in(l)tlnE[(St -K)y] = -I'"(2) = %in(l)tlnP[St > K. (5.13)

where x = In(K/Sp) > 0 is the log-moneyness. A similar result holds for out-of-the money
put options. Let us first show the lower bound. For any € > 0, we have

E[(S, — K)4] > E[(Si— K)ils,_kse] > eP[S, > K +é]. (5.14)

By using the LDP (5.11), we then get

K
liItlliélftlnE[(St—K)+] > li?igftlnP[StzK—i—E] = liItniélftln]P’[Xt—xozln( re
— — — 0

K+¢
> —I* .
> 1 (In = ))

By sending ¢ to zero, and from the continuity of I'*, we obtain the desired lower bound. To
show the upper bound, we apply Holder inequality for any p,q > 1, 1/p+1/q = 1, to get

E[(S: — K)4+] = E[(St — K)+1g,5x] < (E[(St—Km)’l’(E[lstzK]);

(E[Sf]) ’ (]P’[St > K]) .

IN

Taking In and multiplying by ¢, this implies
t 1
tInE[(S; — K)+] < -InE[S?]+ (1 - f)tlnIP’[St > K]
p p

t 1
= - S >
too+ Tulp) + (1 p)tln}P’[St > K.

Now, for fixed p, we easily check that I'y(p) — 0 as t goes to zero. It follows from the LDP
(5.11) that

1
limsuptInE[(S; — K)4] < —(1 - *)F*(ZL‘).
t—0 p

By sending p to infinity, we obtain the required upper-bound and so finally the rare event
estimate in (5.13).

Implied volatility. We can also analyze the asymptotic behaviour for the implied
volatility. Recall that the implied volatility oy = o4(x) of a call option on S; with strike K
= Spe”, and time to maturity t is determined from the relation:

E[(S; — K)i] = CBS(t,So,x,00) = So®(dy(t,x,00)) — Soe™®(da(t, x, %)), (5.15)

where
—x + %0275

dl(t,fl:,O') = 7,

do(t,z,0) = dy(t,z,0) — oV/t,
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and ®(d) = ffloo ¢(z)dz is the cdf of the normal law N(0,1). As a consequence of the large
deviation pricing (5.13), we compute the asymptotic implied volatility for out-of-the money
call options of small maturity:

T
limoy(z) = —F———, Va>0. 5.16
() = e (516)

The derivation relies on the standard estimate on ® (see section 14.8 in [51]):

1\-1 1
<d+ g) P(d) < 1-0(d) < —e(d), ¥d>0, (5.17)
which implies that 1 —®(d) ~ ¢(d)/d as d goes to infinity. Now, since the out-of-the money
(x > 0) call option price E[(S; — K)4] goes to zero as t — 0, we see from the relation (5.15)
defining the implied volatility that o;v/t — 0, and so dy = dy(t,z,0) — —oo. Then, from
(5.13) and (5.15), for any € > 0, we have for ¢ small enough

exp<,M) < E[(S; — K)1] < So®(di) = So(1— B(—dy))
< _Sc(;lw(—dﬂ

Taking tIn in the above inequality, and sending ¢ to zero, we deduce that

.%'2

—(I"(z) +¢)

" 2lim inf; o Ut2 ’

which proves the lower bound in (5.16) by sending € to zero. For the upper bound, fix ¢
the maturity of the option, and denote by S the Black-Scholes price with the constant
implied volatility o;. Then, from (5.13) and as in (5.14), for all € > 0, we have for ¢ small

enough,
I'(z) —e -
exp (- T TE) s (s - K] = EIST - K).
> ePIS]' > K +¢e] = e®(dae) = (1 — P(—da.))
> (el + ) el(-da)
2 2,e o] ¥ 2,e
where
. In (5£2) + Joit
2 — - —0Q,

’ o/t

as t goes to zero. Taking ¢1n in the above inequality, and sending ¢ to zero, we deduce that

i (1 (522

-7
2limsup,;_,q0;

—(I"(z) —¢)

Y

which proves the upper bound in (5.16) by sending ¢ to zero, and finally the desired result.
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5.2 General stochastic volatility model

We consider now a general (uncorrelated) stochastic volatility model for the log-stock price
Xy = InS; given by

1
dX; = —502(1@)dt + o(Yy)dW}
dY, = n(Yy)dt +y(Y;)dW2,
with Xo = o, Yo = vo, W' and W? are two independent Brownian motions, n, o > 0,
and v > 0 are bounded and Lipschitz continuous functions on R. We derive the asymp-
totic behaviour of X; — x¢ as t goes to zero by using the Fredlin-Wentzell theory of large
deviations. By time scaling, we see that for any € > 0, the process t — (X — g, Yz¢) has
the same distribution as (X¢ — xg, Y*) defined by
AX; = (Y dt+ VEo(Yy)aw}
dYg = en(YE)dt + v/ey(YE)dWE.
Now, from the Freidlin-Wentzell or Varadhan sample path large deviations result recalled

in Section 2.6, we know that (X7 — xo, Y%)o<t<1 satisfies a LDP in C([0,1]) as € goes to

zero, with rate function

L i)
1Ou) = g T+ e

for all (x(.),y(.)) € H([0,1]) s.t. (x(0),y5(0)) = (0,y0). Then by applying contraction
principle (see Theorem 2.2), we deduce that X§ — zg, as € goes to zero, and so X; — xg, as

t goes to zero, satisfies a LDP in R with the rate function ¢ : R — [0, oo] given by

1 . 2 . 2
k) = inf 1/ [ &(1) 5+ 10 5 | dt.
{ (e)eH(10,1]),(2(0),5(0) =050, 2=k} 2 Jo LF(W()* ~ A (y(?))

The quantity d(k) = /2c(k) is actually the distance from (0,yo) to the line {z = k} on
the plane R? for the Riemannian metric defined by the inverse of the diagonal matrix with
coefficients 1/f(y)? and 1/v(y)?. Hence, the LDP for X; — 2o means that:

1
lim ¢t InP[X; — 20 > k] = —§d(k)2, Vk > 0.

The calculation of d(k), and so the determination of the distance-minimizing geodesic
(z*,y*) from (0,y0) to the line {x = k}, is a differential geometry problem associated
to a calculus of variations problem, but which does not have in general explicit solutions
(see [23] for some details). The solution to this problem can be also characterized by PDE
methods through a nonlinear eikonal equation, see [7].

Next, one can derive by same arguments as in the previous paragraph, a rare event

estimate for pricing out-of-the money call options of small maturity:

1
lim ¢t nE[(S; — K)4] = = limtInP[S, > K] = —§d2(x),
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where = = In(K/Sp) > 0 is the log-moneyness. This implies the corresponding asymptotic
behaviour for the implied volatility:
limoy(z) = .

t—0 d(x)

6 Large deviations in risk management

6.1 Large portfolio losses in credit risk
6.1.1 Portfolio credit risk in a single factor normal copula model

A basic problem in measuring portfolio credit risk is determining the distribution of losses
from default over a fixed horizon. Credit portfolios are often large, including exposure to
thousands of obligors, and the default probabilities of high-quality credits are extremely
small. These features in credit risk context lead to consider rare but significant large loss
events, and emphasis is put on the small probabilities of large losses, as these are relevant
for calculation of value at risk and related risk measures.

We use the following notation:

n = number of obligors to which portfolio is exposed,

Y; = default indicator (= 1 if default, 0 otherwise) for k-th obligor,

pr = marginal probability that k-th obligor defaults, i.e. pr, = P[Y} = 1],
¢, = loss resulting from default of the k-th obligor,
L,=caY1+...+¢,Y, = total loss from defaults.

We are interested in estimating tail probabilities P[L, > /,] in the limiting regime at
increasingly high loss thresholds £,, and rarity of large losses resulting from a large number
n of obligors and multiple defaults.

For simplicity, we consider a homogeneous portfolio where all p; are equal to p, and
all ¢, are equal constant to 1. An essential feature for credit risk management is the
mechanism used to model the dependence across sources of credit risk. The dependence
among obligors is modelled by the dependence among the default indicators Yj. This
dependence is introduced through a normal copula model as follows: each default indicator

is represented as
Y, = 1{Xk>a?k}a k=1,...,n,

where (X1, ..., X,,) is a multivariate normal vector. Without loss of generality, we take each
X} to have a standard normal distribution, and we choose x to match the marginal default
probability py, i.e. zp = (1 —pi) = —®!(pg), with ® cumulative normal distribution.
We also denote ¢ = @’ the density of the normal distribution. The correlations along the
X, which determine the dependence among the Y, are specified through a single factor
model of the form:

X = pZ+\1—p2, k=1,...,n. (6.1)

where Z has the standard normal distribution A (0, 1), ¢, are independent N (0, 1) distribu-
tion, and Z is independent of e, k = 1,...,n. Z is called systematic risk factor (industry,
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regional risk factors for example ...), and €y, is an idiosyncratic risk associated with the k-th
obligor. The constant p in [0,1) is a factor loading on the single factor Z, and assumed
here to be identical for all obligors. We shall distinguish the case of independent obligors
(p = 0), and dependent obligors (p > 0). More general multivariate factor models with in-
homogeneous obligors are studied in [27]. Other recent works dealing with large deviations
in credit risk include the paper [47], which analyzes rare events related to losses in senior
traches of CDO, and the paper [40], which studies the portfolio loss process.

6.1.2 Independent obligors

In this case, p = 0, the default indicators Y3 are i.i.d. with Bernoulli distribution of
parameter p, and L,, is a binomial distribution of parameters n and p. By the law of large
numbers, L, /n converges to p. Hence, in order that the loss event {L,, > l,,} becomes rare
(without being trivially impossible), we let [,,/n approach ¢ € (p,1). It is then appropriate
to specify l,, = ng with p < ¢ < 1. From Cramer’s theorem and the expressions of the
c.g.f. of the Bernoulli distribution and its Fenchel-Legendre transform, we obtain the large
deviation result for the loss probability:

limlln]P’[Ln >ngl = —qln (g) -1 —q)ln(1 —4

lim . 1_p) < 0.

Remark 6.1 By denoting I'() = In(1 — p+ pe?) the c.g.f. of Y}, we have an IS (unbiased)
estimator of P[L,, > ngq] by taking the average of independent replications of

exp(—0Ly, +nT(0))1L,>ng

where L,, is sampled with a default probability p(6) = Py[Vi = 1] = pe? /(1 — p + pe?).
Moreover, see Remark 2.3, this estimator is asymptotically optimal, as n goes to infinity,
for the choice of parameter 6, > 0 attaining the argmax in ¢ — I'(6).

6.1.3 Dependent obligors

We consider the case where p > 0. Then, conditionally on the factor Z, the default indicators
Y} are i.i.d. with Bernoulli distribution of parameter:

p(Z) = PYi=1Z] = PlpZ +\/1—p?e > -2 '(p)|Z]
_ (I)<pZ+ <I>1(p))‘

V1= p?

Hence, by the law of large numbers, L, /n converges in law to the random variable p(Z)

(6.2)

valued in (0,1). In order that {L,, > [} becomes a rare event (without being impossible)
as n increases, we therefore let [, /n approach 1 from below. We then set

l, = ng, with ¢,<1,¢q, "1 as n— oo. (6.3)
Actually, we assume that the rate of increase of ¢, to 1 is of order n™% with a < 1:
l—¢, = On™*), withO<a<1. (6.4)

We then state the large deviations result for the large loss threshold regime.
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Theorem 6.1 In the single-factor homogeneous portfolio credit risk model (6.1), and with
large threshold 1y, as in (6.3)-(6.4), we have

lim iln]P’[Ln >ng,) = —a

n—oo Inn P

Observe that in the above theorem, we normalize by Inn, indicating that the probability

decays like n=7, with v = a(1 — p?)/p?. We find that the decay rate is determined by the

effect of the dependence structure in the Gaussian copula model. When p is small (weak

dependence between sources of credit risk), large losses occur very rarely, which is formalized

by a high decay rate. In the opposite case, this decay rate is small when p tends to one,
which means that large losses are most likely to result from systematic risk factors.

Proof. 1) We first prove the lower bound:

1
hnniiol.}f o InP[L, > ng,| > -—a e (6.5)
From Bayes formula, we have
P[Ln > ngn] > PlLy > ngn,p(Z) > gn)
= P[Ln > nQTL|p(Z) > Qn} P[p(Z) > QH]' (6'6)

For any n > 1, we define z, € R the solution to

p(zn) = qn, n=>1

Since p(.) is an increasing one to one function, we have {p(Z) > ¢,} = {Z > z,}. Moreover,
observing that L, is an increasing function of Z, we get

PlLy, > ngu|p(Z) > qu] = PlLn > ngn|Z > 2]
> PlLp > ngn|Z = z,) = PlLn > ngn|p(Z) = qul,

so that from (6.6)
PlLn > nga] > PlLn > ngulp(Z) = qu]BIZ > 2] (6.7

Now given p(Z) = ¢y, Ly, is binomially distributed with parameters n and ¢, and thus

1
P[L, > nqu|p(Z) =¢q,) > 1—®(0)= §(> 0). (6.8)
We focus on the tail probability P[Z > z,]| as n goes to infinity. First, observe that since
qn goes to 1, we have z, going to infinity as n tends to infinity. Furthermore, from the
expression (6.2) of p(z), the rate of decrease (6.4), and using the property that 1 — ®(x) ~

o(x)/r as © — oo, we have

pzn + (I)_l(p))
Vie?
Vb e (- (),

pzn + @7 1(p) 2 1—p?

On™®) =1—qgp, = 1—p(z,) = 1—@(

12
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as n — 00, so that by taking logarithm:

2,2
alnn—ilp_ ;2 Inz, = 0O(1)
This implies
2 1— 2
lim % = 22— (6.9)
n—oo Inn P
By writing
PlZ >z, = Plzn<Z <z, +1]
1
> 5+ 1)?)
z o exp( 2(Zn+ )7 )
we deduce with (6.9)
1 1—p?
liminf — InP[Z > z,] > a—j-.
n—oo Inn 1%
Combining with (6.7) and (6.8), we get the required lower bound (6.5).
2) We now focus on the upper bound
, 1 1—p?
limsup — I P[L, > ng,] < —a——5—. (6.10)
n—oo 11N P
We introduce the conditional c.g.f. of Yi:
e,z = lnE[eeYk\Z = 7] (6.11)
= In(1—p(2) + p(2)ée?). (6.12)
Then, for any 8 > 0, we get by Chebichev’s inequality,
P[L, > ngn|Z] < }E[ee(Ln*TLQn)’Z] = ¢ 0an-T(0.2))
so that
P[Ln > nqn‘Z] < e_nr*(Qn,Z)7 (613)
where
[*(g.2) = suplda 10, 2)] § s
,2) = su —-T0,2)] = _ .
q 92%) q qln(p(qz))wL(l—q)ln(%), if p(z) <g¢g<1

By taking expectation on both sides on (6.13), we get
P[L, > ng,] < E[ef?)], (6.14)

where we set F,(z) = —nl(gy,2). Since p > 0, the function p(z) is increasing in z, so
I'(0, ) is an increasing function of z for all # > 0. Hence, F),(z) is an increasing function of
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z, which is nonpositive and attains its maximum value 0, for all z s.t. ¢, = p(z) < p(z),
i.e. z > z,. Moreover, by differentiation, we can check that F), is a concave function of z.
We now introduce a change of measure. The idea is to shift the factor mean to reduce the
variance of the term ef(#) in the r.h.s. of (6.14). We consider the change of measure P,
that puts the distribution of Z to N (u,1). Its likelihood ratio is given by

dp,, - _1 9
P exp (MZ 2# )7
so that
E[an(Z)} — ]EN [an(Z)_NZ'F%lJ?},

where E,, denotes the expectation under P,. By concavity of F},, we have F},(Z) < F,(u) +
F(1)(Z — p), so that

E[ef(2)] < E,[efutF—mZ-nk G50 (6.15)

We now choose i1 = pu,, solution to

Fiin) = (6.16)

so that the term in the expectation in the r.h.s. of (6.15) does not depend on Z, and is
therefore a constant term (with zero-variance). Such a p,, exists, since, by strict concavity
of the function z — F,(z) — %22, equation (6.16) is the first-order equation associated to
the optimization problem:

Ly

[ = argr;lgg[Fn(ﬂ)—y J.

With this choice of factor mean p,, and by inequalities (6.14), (6.15), we get
P[Ln > nQn] < an(,un)—%M%_ (6'17)

We now prove that pu,,/z, converges to 1 as n goes to infinity. Actually, we show that for
all € > 0, there is ng large enough so that for all n > ng, z,(1 —¢) < p, < z,. Since
F!(itn) — pin = 0, and the function F!(z) — z is decreasing by concavity Fy(z) — 22/2, it
suffices to show that

Fl(zn(1—¢)—2z,(1—¢) > 0 and F.(2n) — 2, < O. (6.18)

We have

Flo) = n(p(zn) 1—p(zn)> (pZ+<I>‘1(p)> p

: Vi@ )T

p(z)  1-p(2)

The second inequality in (6.18) holds since F (z,) = 0 and z, > 0 for ¢, > p, hence for
n large enough. Actually, z, goes to infinity as n goes to infinity from (6.9). For the first
inequality in (6.18), we use the property that 1 — ®(x) ~ ¢(x)/z as x — oo, so that

lim p(zn)

e p(on(1 — 2)) -0

=1, and Ilim 1= p(en)
w2 T plea(l - 2))
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From (6.9), we have

and therefore
Fl(z(1—¢)) = 0(nima=e"),
Moreover, from (6.9) and as a < 1, we have
zn(1—¢) = 0(VInn) = 0<n1—a(1—5)2>

We deduce that for n large enough F) (z,(1 —¢)) — 2,(1 — &) > 0 and so (6.18).
Finally, recalling that F,, is nonpositive, and from (6.17), we obtain:

1
hgls;p nnlnP[Ln = nQn] = 2 17%21 Inn 9 Egl Inn ¢ p2

Application: asymptotic optimality of two-step importance sampling estimator

Consider the estimation problem of P[L,, > ng|. We apply a two-step importance sampling
(IS) by using IS conditional on the common factors Z and IS to the distribution of the
factors Z. Observe that conditioning on Z reduces to the problem of the independent case
studied in the previous paragraph, with default probability p(Z) as defined in (6.2), and
cgf. I'(,Z) in (6.11). Choose 6,,(Z) > 0 attaining the argmax in 0¢g, — I'(f, Z), and
return the estimator

eXp(_eqTL (Z)Ln + nF(GQn (Z)7 Z))]‘ann(]n’

where L, is sampled with a default probability p(6,(2),Z2) = p(Z)elan (Z)/(l - p(Z2) +
p(Z)ePn (%)), This provides an unbiased conditional estimator of P[L,, > ngy,|Z] and an
asymptotically optimal conditional variance. We further apply IS to the factor Z ~ N (0,1)
under P, by shifting the factor mean to u, and then considering the estimator

1
exp(—pZ + ) exp(=04, (Z) L + nT(04,(2), Z) 11, g0 (6.20)

where Z is sampled from N (p,1). To summarize, the two-step IS estimator is generated as
follows:

e Sample Z from N (, 1)
e Compute §,,(Z) and p(6,,(Z), 2)
e Return the estimator (6.20) where L, is sampled with default probability p(6,,(Z), Z).

By construction, this provides an unbiaised estimator of P[L,, > ng,], and the key point
is to specify the choice of p in order to reduce the global variance or equivalently the
second moment M?2(y, g,,) of this estimator. First, recall from Cauchy-Schwarz’s inequality:
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M?2(p1,qn) > (P[L,, > ng])?, so that the fastest possible rate of decay of M?2(u,qy) is twice
the probability itself:

1 1
liminfl—lanb(qn,,u) > 2 lim l—lnIP’[Ln > ngy). (6.21)

n—oo [nn n—oo INn

To achieve this twice rate, we proceed as follows. Denoting by E the expectation under the
IS distribution, we have

Mg(:uqurl) = E[exp(—Q,uZ—i—,uz)exp(—29qn(Z)Ln + 2nr(0qn(Z)7Z))1Lnann}
< I_E[exp(—2pZ + 1) exp(—2n8,, (Z)qn + 2nT(0,,(Z), Z))}
= E[exp(—2u2 + 1P+ 2F,(2))],

by definition of 6, (Z) and F,,(2) = —nsupy>¢[0g, — I'(0, z)] introduced in the proof of the
upper bound in Theorem 6.1. As in (6.15), (6.17), by choosing 1 = p, solution to F) (i)
= [y, wWe then get

MS(NnaQn) < eXp(2Fn(Hn)_M3L) < eXp(—Mi),

since F), is nonpositive. From (6.19), this yields

_ 1 1—p? 1
hmsupmlanb(,un,qn) < —2a72p =2 hjn l—lnIP’[Ln > ngy),
n—00 1% n—oo Inn
which proves together with (6.21) that
.1 5 1—p? 1
nh—>Holo on In M7 (pn,qn) = —2a 2 = 27111_{1;o mlnP[Ln > gy,

and thus the estimator (6.20) for the choice u = pu, is asymptotically optimal. The choice
of © = z, also leads to an asymptotically optimal estimator.

Remark 6.2 We also prove by similar methods large deviation results for the loss distri-
bution in the limiting regime where individual loss probabilities decrease toward zero, see
[27] for the details. This setting is relevant to portfolios of highly-rated obligors, for which
one-year default probabilities are extremely small. This is also relevant to measuring risk
over short time horizons. In this limiting regime, we set

ln, = ng, with 0<g<1, p = p, = O(e ™), with a > 0.

Then,

1
lim ~InP[L, >ng = ——g,
n—oo n P

and we may construct similarly as in the case of large losses, a two-step IS asymptotically
optimal estimator.

45



6.2 A large deviations approach to optimal long term investment
6.2.1 An asymptotic outperforming benchmark criterion

A popular approach for institutional managers is concerned about the performance of their
portfolio relative to the achievement of a given benchmark. This means that investors are
interested in maximizing the probability that their wealth exceed a predetermined index.
Equivalently, this may be also formulated as the problem of minimizing the probability
that the wealth of the investor falls below a specified value. This target problem was
studied by several authors for a goal achievement in finite time horizon, see e.g. [10] or
[21]. Recently, and in a static framework, the paper [49] considered an asymptotic version
of this outperformance criterion when time horizon goes to infinity, which leads to a large
deviations portfolio criterion. To illustrate the purpose, let us consider the following toy
example. Suppose that an investor trades a number « of shares in stock of price S, and
keep it until time 7. Her wealth at time T is then X$ = aSr. For simplicity, we take a
Bachelier model for the stock price: S; = ut + oW;, where W is a Brownian motion. We
now look at the behavior of the average wealth when time horizon T goes to infinity. By
the law of large numbers, for any o € R, the average wealth converges a.s. to:

_ X%

1%
T o= T = au+aoTT —  ay,

when T goes to infinity. When considering positive stock price, as in the Black-Scholes
model, the relevant ergodic mean is the average of the growth rate, i.e. the logarithm of
the wealth. Fix some benchmark level z € R. Then, from Cramer’s theorem, the probability
of outperforming x decays exponentially fast as:

P[X$>a] ~ e [@T

in the sense that lim7_, o % InP[X% > 2] = —I(z, ), where

I(z,a) = Zgg[ﬁx—f‘(ﬁ, a)]

re,a) = % In E[e?%7].

Thus, the lower is the decay rate I(z, ), the more chance there is of realizing a portfolio
performance above x. The asymptotic version of the outperforming benchmark criterion is
then formulated as:

1 _
sup lim —InP[X$ >2] = —inf I(z,«). (6.22)
acR T—oo a€cR

In this simple example, the quantities involved are all explicit:

r6,a) = eau+(00‘;)2
2
(o) o
I(z,0) = 0, a=0,z=0
0, a=0, x#0.
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The solution to (6.22) is then given by o = x/u, which means that the associated expected
wealth E[X%'] is equal to the target x.

We now develop an asymptotic dynamic version of the outperformance management
criterion due to [42]. Such a problem corresponds to an ergodic objective of beating a given
benchmark, and may be of particular interest for institutional managers with long term
horizon, like mutual funds. On the other hand, stationary long term horizon problems are
expected to be more tractable than finite horizon problems, and should provide some good
insight for management problems with long, but finite, time horizon.

We formulate the problem in a rather abstract setting. Let Z = (X,Y) be a process
valued in R x R%, controlled by a, a control process valued in some subset A of RY. We
denote by A the set of control processes. As usual, to alleviate notations, we omitted the
dependence of Z = (X,Y) in a € A. We shall then study the large deviations control
problem:

1 _

v(z) = suplimsup—InP[Xr >z|, zeR, (6.23)
acA T—oo T

where X7 = X7 /T. The variable X should typically be viewed in finance as the (logarithm)

of the wealth process, Y are factors on market (stock, volatility ...), and « represents the

trading portfolio.

6.2.2 Duality to the large deviations control problem

The large deviations control problem (6.23) is a non standard stochastic control problem,
where the objective is usually formulated as an expectation of some functional to optimize.
In particular, in a Markovian continuous-time setting, we do not know if there is a dy-
namic programming principle and a corresponding Hamilton-Jacobi-Bellman equation for
our problem. We shall actually adopt a duality approach based on the relation relating
rate function of a LDP and cumulant generating function. The formal derivation is the
following. Given a € A, if there is a LDP for X7 = X7 /T, its rate function I(., ) should
be related by the Fenchel-Legendre transform:

I(z,a) = suplfz —T(0, )],

0

to the c.g.f.

1

(0,0) = limsup— InE[fX7]. (6.24)
T—o0 T
In this case, we would get
. 1 = .
v(z) = suplimsup —InP[X7 > 2] = - inf I(z,«q)
acA T—oo acA
= — inf Ox —T'(0
Jnf, suplfz = T'(6, )],

and so, provided that one could intervert infinum and supremum in the above relation
(actually, the minmax theorem does not apply since A is not necessarily compact and o —
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Ox —T'(0, «) is not convex):

v(z) = —sup[fz —T(0)], (6.25)
0
where
1
') = supl'(h,a) = suplimsup — InE[e"X7]. (6.26)
acA acA T—oo T

Problem (6.26) is the dual problem via (6.25) to the original problem (6.23). We shall
see in the next section that (6.26) can be reformulated as a risk-sensitive ergodic control
problem, which is more tractable than (6.23) and is studied by dynamic programming
methods leading in some cases to explicit calculations.

First, we show rigorously the duality relation between the large deviations control prob-
lem and the risk-sensitive control problem and how the optimal controls to the former one
are related to the latter one. This result may be viewed as an extension of the Gartner-Ellis
theorem with control components.

Theorem 6.2 Suppose that there exists § € (0,00] such that for all 6 € [0,0), there erists
a solution &(6) € A to the dual problem I'(6), with a limit in (6.24), i.e.

re = TH_I)I;O%IDE {exp <9X$(0))} . (6.27)

Suppose also that T'(0) is continuously differentiable on [0,0). Then for all x < T'(9) :=
lim, 4 17(0), we get

v(r) = — sup [0z —T(0)]. (6.28)
0€[0,0)

Moreover, the sequence of controls

o & (0 (z+2)), I'(0) <z < IV(9)
ol & (eIo)+2), x < T'(0),

n

with (z) € (0,0) s.t. T'(0(z)) = = € (I'(0),17(9)), is nearly optimal in the sense that
lim limsupllnIF’ [X%*’n > m} = o(z).
=00 T 0o

Proof.

Step 1. Let us consider the Fenchel-Legendre transform of the convex function I" on [0, 0):

I(x) = sup [fz—T(0)], zeR. (6.29)
6€[0,0)

Since I' is C* on [0, ), it is well-known (see e.g. Lemma 2.3.9 in [12]) that the function I'*
is convex, nondecreasing and satisfies:

. _ O(x)x —T'(0(x)), if TV(0) <z < I'(0)
@) = { 0, if = <I7(0), (6.30)
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O(x)r —T*(z) > O(x)a’ —T*(), VI'(0) <z <T'(f), Vo' # m, (6.31)

where 0(z) € (0,0) is s.t. T'(0(x)) = = € (I'(0),I'(0)). Moreover, I'* is continuous on
(—00,17()).
Step 2: Upper bound. For all z € R, o € A, an application of Chebycheff’s inequality yields:
P[X7r > 2] < exp(—0xT)E[exp(6X7)], V6O €]0,0),
and so
1 - 1 _
limsup = InP[X7 > 2] < —0z+limsup — InElexp(0X7)], V6 €][0,0).
T—oo T T—o0 T
By definitions of I" and I'*, we deduce:

1 _
sup limsup — InP[XT > 2] < —T™(x). (6.32)
a€d T—oo T

Step 3: Lower bound. Given x < I'(#), let us define the probability measure Q. on (€2, Fr)

via:

dQr
dpP

where z,, = x + 1/n if z > I'(0), 2, = I'(0) + 1/n otherwise, a*" = &(0(x,)), and

= exp [B() X2~ Tr(O(wa), 0] (6.33)

I'r(0,0) = InElexp(6X¥)], 6¢€0,0), ac A

Here n is large enough so that z + 1/n < I''(). We now take € > 0 small enough so that

z < xp, —¢ and z, + & < I'(0). We then have:

1 — kM 1 ESIPNEN 0
SWPXE > a] > TlnIP’[xn—6<X% <xn+s]

1 dP n
= f In < d@% 1{mn—a<X%*’" <xn+a}dQT>

> 6(2a) (a0 + )+ T (Oen), ")

1 — xn
+7InQf [a;n—e<X% <xn+5},

where we use (6.33) in the last inequality. By definition of the dual problem, this yields:

1 — x.n
lim inf T InPX7 " >z > —0(x,) (zn+¢)+T(0(x))

T—o00
1 = won
+11TH£O%£TIHQ% [xn —e< X7 <uan —i—a}
I () — O(xp)e

v

1 = x.m
+lim nf — InQF [xn < XY <y, +s} , (6.34)
— 00

where the second inequality follows by the definition of I'* (and actually holds with equality
due to (6.30)). We now show that:

1 .
lim inf 7 In Qf [azn < XY <+ e} = 0. (6.35)

T—o0
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Denote by fgﬂ the c.g.f. under Q7 of X%n For all ¢ € R, we have by (6.33):

LHC) = nE% [exp(CX7 )]
= Tr(0(zn) + ¢ a™") = Tr(0(zn), a").

Therefore, by definition of the dual problem and (6.27), we have for all { € [—6(zy),0 —
0(xn)):

lim sup %ﬁ}(o < T(0(zpn) +C) —T(0(zn)). (6.36)

T—o00

As in part 1) of this proof, by Chebycheff’s inequality, we have for all ¢ € [0,0 — 0(x,)):

1 — _k,n ]. ~
lirnsupfln@% [X% zxn—i—s} < —((:cn+€)+limsupff‘%(§)

T—o0 T—o00

< —C(zn+¢e) +T(C+0(xn)) — T(0(zn)),

where the second inequality follows from (6.36). We deduce

timsup @ [X57" > w e < - sup{C(nt2) ~T(Q): ¢ € Blan), )

T—o0
—I'(0(xn)) + 0(zn) (zn +¢€)
< T (zp+e) —T(0(xn)) + 0(zn) (zn +€),
= I (xn+e)+T%(xn) +b(xy), (6.37)

where the second inequality and the last equality follow from (6.30). Similarly, we have for
all ¢ € [-0(xy),0]:

1 . 1~
limsupf In Q7 [X% C<xp— 5} < —((zp —¢€) + limsup TF%(C)

T—oo T—oo

< —C(@p =) +T(0(zn) + ) — I(0(xn)),
and so:

limsup L nQf [X57" <, —¢] < —supfC(an —2) ~T(Q): € € [0,0(zn)])

T—o0
—I(0(xn)) + 0(2n) (xn —€)
< =T (zy —e) +T7(0(xy)) — e0(xp). (6.38)

By (6.37)-(6.38), we then get:

1 L 8 0 o n
limsupfln(@’% [{X% an—s}U{X% Z:Un—i—e}]

T—o0

1 . . 1 — m
< max {limsup T In Q7 {X% > x, + 5] ; lim sup T In Q7 {X% <xp— €:| }
T—o0 T—o0
< max{-I" (z, +¢) + T (z,) + €0(xp); =T (z, — ) + T (0(xy)) — €b(zp)}
< 0,
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where the strict inequality follows from (6.31). This implies that QA[{ X% ™" <z, — e} U
{X$" > 2, +¢}] — 0 and hence Q[z, —e < X& " < 2, +¢] — 1 as T goes to infinity.
In particular (6.35) is satisfied, and by sending ¢ to zero in (6.34), we get:

1 — _x.n
liminfflnP[X%’ >z > —I"(zg).

T—o0

By continuity of I'* on (—oc0,I7(#)), we obtain by sending n to infinity and recalling that
I'*(z) = 0 =T*(I(0)) for = < I'(0):

1 — x.n
liminfliminfflnIF’[X%’ >z > —I'(x).

n—oo  T—oo

This last inequality combined with (6.32) ends the proof. O

Remark 6.3 Notice that in Theorem 6.2, the duality relation (6.28) holds for x < I'(6).

When IV(6) = oo, we say that fonction T' is steep, so that (6.28) holds for all x € R. We
illustrate in the next section different cases where I' is steep or not.

Remark 6.4 In financial applications, X; is the logarithm of an investor’s wealth V,* at
time t, oy is the proportion of wealth invested in ¢ risky assets .S and Y is some economic
factor influencing the dynamics of S and the savings account S°. Hence, in a diffusion
model, we have

1
AXe =[O+ alu(Yi) = r(¥i)eg) = 3la0(0) ] dt + o)

where p(y) (resp. ¥(y)) is the rate of return (resp. volatility) of the risky assets, r(y) is
the interest rate, and e, is the unit vector in RY.
Notice that the value function of the dual problem can be written as:
r9) = lim ~InE vo (Vi)
T—oo T T ’

where Uy(c) = ¢? is a power utility function with Constant Relative Risk Aversion (CRRA)
1 —6 > 0 provided that # < 1. Then, Theorem 6.2 means that for any target level z, the
optimal overperformance probability of growth rate is (approximately) directly related, for
large T', to the expected CRRA utility of wealth, by:

PIXY >q] ~ E{Ue(x) (Vﬁ")}e—@(@”, (6.39)

with the convention that 6(z) = 0 for < I"(0). Hence, 1 — 6(z) can be interpreted as a
constant degree of relative risk aversion for an investor who has an overperformance target
level x. Moreover, by strict convexity of function I'* in (6.29), it is clear that (z) is strictly
increasing for x > I”(0). So an investor with a higher target level x has a lower degree
of relative risk aversion 1 — #(x). In summary, Theorem 6.2 (or relation (6.39)) inversely
relates the target level of growth rate to the degree of relative risk aversion in expected
utility theory.
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6.2.3 Explicit calculations to the dual risk-sensitive control problem

We now show that the dual control problem (6.26) may be transformed via a change of
probability measure into a risk-sensitive control problem. We consider the framework of a
general diffusion model for Z = (X,Y):

dXt = b(Xt,Y;j,at)dt-f-O'(Xt,Yt,Oét)th in R (640)
dY, = n(Xy, Y, o0)dt + o (X, Yy, 00)dW;  in R, (6.41)

where W is a m-dimensional Brownian motion on a filtered probability space (Q, F,F =
(Ft)t>0,P), and o = (a)e>0, the control process, is F-adapted and valued in some subset
A of R?7. We denote A the set of control processes. The coefficients b, 1, o and ~ are
measurable functions of their arguments, and given a € A and an initial condition, we
assume the existence and uniqueness of a strong solution to (6.40)-(6.41), which we also
write by setting Z = (X,Y):

dZt = B(Zt,at)dt—i—E(Zt,at)th. (642)

From the dynamics of X in (6.40), we may rewrite the Laplace transform of Xp as:
T T
E [exp (HXT)] = eeXOE [exp (9/ b(Zt, Odt)dt + 0/ J(Zt, Oét)th>:|
0 0

_ X [55&(9) exp ( /0 0.2, at)dt)] , (6.43)

where

92
(0,20) = Ob(z.a)+ lo(za)?,

and £(0) is the Doléans-Dade exponential local martingale
&0) = €(0 [oznanam,)
¢

¢ 02 [t
‘= exp (9/ 0(Zyy 00y) AW, — 2/ |0(Zu,au)|2du> , t>0. (6.44)
0 0

If £*(0) is a “true” martingale, it defines a probability measure Q under which, by Girsanov’s
theorem, the dynamics of Z is given by:

Az, = G(0,Z;,00)dt + S(Zy, o) dW 2,

where W@ is a Q-Brownian motion and

_ b(z,a) +0lo(z,a)|?
G(0,2,0) = < n(z,a) + 0yo'(z,a) )

Hence, the dual problem may be written as a stochastic control problem with exponential
integral cost criterion:

1 T
') = suplimsup— InE? [exp </ 00, Zt,at)dt>] , 6>0. (6.45)
acAd T—oo T 0
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For fixed 6, this is an ergodic risk-sensitive control problem which has been studied by
several authors, see e.g. [18], [8] or [48] in a discrete-time setting. It admits a dynamic
programming equation:

A() = sup %tr (2X'(2,a)D%¢g) + G(0, 2,a). Vg
acA

1
+§ ‘E/(z,a)ngSg‘Q +€(0,z,a)] , z € RTL (6.46)

The unknown is the pair (A(f), ¢p) € R x C2(R¥*1), and A(6) is a candidate for I'(d). The
above P.D.E. is formally derived by considering the finite horizon problem

T

ug(T,z) = supEQ [exp (/ €(9,Zt,at)dt>] ,
acA 0

by writing the Bellman equation for this classical control problem and by making the

logarithm transformation

Inug(T,z) =~ AO)T + ¢g(z2),

for large T'.

One can prove rigorously that a pair solution (A(f), ¢p) to the PDE (6.46) provides
a solution A(f) = I'(#) to the dual problem (6.26), with an optimal control given by the
argument max in (6.46). This is called a verification theorem in stochastic control theory.
Actually, there may have multiple solutions ¢y to (6.46) (even up to a constant), and
we need some ergodicity condition to select the good one that satisfies the verification
theorem. We refer to [43] for the details, and we illustrate our purpose through an example
with explicit calculations.

We consider a one-factor model where the bond price SY and the stock price S evolve
according to:
dSt

d 0
DL _ (a0 + boYa)dt, — (a+bY))dt + odWi,
Sy St

with a factor Y as an Ornstein-Uhlenbeck ergodic process:
dY; = —kYidt+ dB;,

where ag, by, a, b are constants, k, o are positive constants, and W, B are two Brownian mo-
tions, supposed non correlated for simplicity. This includes Black-Scholes, Platen-Rebolledo
or Vasicek models. The (self-financed) wealth process V; with a proportion «; invested in
stock, follows the dynamics: dV; = atthS—Sf + (1 - at)%%, and so the logarithm of the
wealth process X; = InV; is governed by a linear-quadratic model:

dX; = (BoY? + Brof + BaYraw + BsYs + Bacy + B5)dt + (80Y: + S10y + 62)dWAG.4T7)

where in our context, By = 0, 31 = —02/2, B2 = b—bg, B3 = by, 1 = a —ag, B35 = ag, 6 =
0, 61 = 0 and d2 = 0. Without loss of generality, we may assume that ¢ = 1 and so #; =
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—1/2 (embedded into «) and 5 = 0 (embedded into x). The P.D.E. (6.46) simplifies into
the search of a pair (A(6), ¢p) with ¢y depending only on y and solution to:

1 1 62 62
AO) = 5 ’é—ky¢’9+2\¢’9!2+0<ﬂo+92°> y* + 0(8s + 0d00)y + 0%
1
o [(Bo + 06061 )y + Ba + 06162)7 . (6.48)
21— 052

Moreover, the maximum in a € R of (6.46) is attained for

(B2 + 00061)y + Ba + 06102

1

(6.49)

The above calculations are valid only for 0 < § < 1/62. We are looking for a quadratic
solution to the ordinary differential equation (6.48):

Goly) = SAOW + By
By substituting into (6.48), and cancelling terms in 32, y and constant terms, we obtain
e a polynomial second degree equation for A(6)
e a linear equation for B(#), given A(f)
e A() is then expressed explicitly in function of A() and B(6) from (6.48).

The existence of a solution to the second degree equation for A(#), through the nonnegativ-
ity of the discriminant, allows to determine the bound 6 and so the interval [0, #) on which
A is well-defined and finite. Moreover, we find two possible roots to the polynomial second
degree equation for A(f), but only one satisfies the ergodicity condition. From Theorem
6.2, we deduce that

v(z) = — sup [z —A()], Vo< A(0), (6.50)
0€[0,0)

with a sequence of nearly optimal controls given by:

*7” R
oy = .
&

with 0(x) € (0,0) s.t. A’(6(x)) = z. In the one-factor model described above, the function A
is steep, i.e. A’() = 0o, and so (6.50) holds for all 2 € R. For example, in the Black-Scholes
model, i.e. bp = b = 0, we obtain

0(z+1),v5), A (0) <z < N(0)
0 (A'(0)+1),Y), z < N(0),

[

—

L (a—a())?’ for § <=1,




0(z) =1—+/z/z if z > Z, and 0 otherwise, and

. {\/23@, if t>2

«
t _ : _
e, if x <z

We observe that for an index value x small enough, actually x < z, the optimal investment
for our large deviations criterion is equal to the optimal investment of the Merton’s problem
for an investor with relative risk aversion one. When the value index is larger than Z, the
optimal investment is increasing with x, with a degree of relative risk aversion 1 — (x)
decreasing in x.

In the more general linear-quadratic model (6.47), A may be steep or not depending on
the parameters [3; and 6;. We refer to [43] for the details. Some variants and extensions of
this large deviations control problem are studied in [34], [1] or [33].
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